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Abstract
This article provides a theoretical and empirical argument in support of explicit language instruction. It proposes on theoretical grounds that certain features of a language are sufficiently complex and subtle that learners are unlikely to be able to decipher their full conceptual meaning on the basis of exposure alone. It further proposes that the kind of explicit instruction that has been assumed in much of SLA research—based on structural rules of thumb—is inappropriate and that an alternative approach, grounded in principles of sociocultural theory is an effective means of promoting development, which in the theory calls for both explicit conceptual knowledge and extensive and intensive communicative practice. The approach, or model, is referred to as Concept-based Language Instruction (C-BLI). Empirical support for explicit instruction using C-BLI is derived from pedagogical studies using the model. In addition, evidence from L2 neuroscience ERP research is considered as well as evidence from cultural evolution. The principles of C-BLI are compared to those supporting Dynamic Usage-Based instruction which emerges from L2 research informed by Complex Dynamic Systems Theory.
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Introduction
Diane Larsen-Freeman has been one of the leading researchers in the field of applied linguistics and SLA. Her publications spanning nearly five decades have had significant influence on a wide array of topics from the early morpheme order studies (Larsen-Freeman, 1976) to pioneering work on Complex Dynamic Systems Theory and L2 development (Larsen-Freeman, 2023). Indeed, as co-editor of Applied Linguistics I had the pleasure of publishing what I believe to be her first piece on this topic (Larsen-Freeman, 1997). Diane has also made a significant contribution to language pedagogy, especially with regard to grammar instruction (Larsen-Freeman, 2014 & 2015), the topic of the present paper. Over the years I have engaged Diane in numerous formal and informal discussions in particular regarding the comparison of...
CDST and SCT and their relevance for language instruction. While we perhaps have disagreed more than agreed, I have always found the discussions stimulating, challenging and well worthwhile, as they have sharpened my thinking particularly about the pedagogical implications of SCT. In what follows I argue, in disagreement with what I believe is the most visible pedagogical model to emerge from CDST research—Dynamic Usage-Based instruction (DUB)—that explicit classroom instruction could be the optimal approach for late language learning (i.e., after one’s first language is acquired and that typically takes place during secondary and post-secondary education). However, as I will propose, how explicit instruction is organized is crucial. Traditionally, it has been assumed by many SLA researchers and educators that explicit instruction necessarily entails the provision of rules-of-thumb that inform learners as to the appropriate and inappropriate ways to form and use specific structures in the target language. The model to be explained in this article abandons a structural approach to instruction in favor of a meaning, or more specifically, a conceptual-based, focus on explicit knowledge.

In what follows, I first outline DUB for purposes of comparison with SCT-based developmental instruction. As will become clear, the fundamental difference between the models is focus on implicit instruction in the former and on explicit instruction in the latter. Next, I consider evidence that I believe supports the relevance of explicit instruction emerging from L2 ERP research as well as recent research on the cultural evolution of human pedagogical practices dating back to the rise of homo sapiens. I then provide an overview of the theoretical principles of SCT and how they are concretized in C-BLI. Finally, I survey examples of pedagogical projects that implement the model.

DUB: Dynamic Usage-Based Instruction
DUB has been developed by Verspoor and her colleagues. It assumes that language is a complex system in which its subcomponents are interconnected and change in unpredictable ways (Rousse-Malpat, et al., 2022, p. 22). It further assumes that errors along with variability are normal manifestations of development (p. 22). Finally, it conceives of language development as an experiential process that is “individually owned and non-linear and that some sub-systems or skills are learned before others, such as lexicon before syntax” (Rousse-Malpat, et al., 2022, p. 22). While I agree that the subcomponents of language are interconnected, I do not believe that this is what makes language a complex dynamic system—a topic that is beyond the scope of my present pedagogical concern. Although SCT would certainly agree with DUB regarding errors and variability (for a discussion of what errors represent from the SCT perspective, see Aljaafreh & Lantolf, 1994), it does not support the view that learning is “individually owned”, given its central principle that all forms of human development are directly or indirectly mediated by others as well as by psychological tools emanating from one’s cultural environment (Vygotsky, 1987).

According to Rousse-Malpat, et al. (2022), DUB implements a strong version of communicative language teaching (CLT), more or less in line with Krashen’s (1982) proposal that implicit language development (i.e., acquisition) happens through robust communicative exposure to comprehensible target language properties. Indeed, Verspoor and Schmid (in press) assert that DUB principles support Krashen’s claim that adult acquisition happens subconsciously much in the way that we “pick-up” language during childhood. However, as
Verspoor and Hong (2013, p. 32) point out, there are important differences between DUB and Krashen’s perspective having to do with whether or not language is understood as rule based (Krashen) or grounded in implicit form-meaning pairings (DUB), the importance of frequency (DUB) rather than simplified input (Krashen) and the teacher as mediator between L2 texts and learners (DUB) instead of provider of comprehensible input (Krashen).

DUB integrates three concepts from research on usage-based learning: frequency, salience, and contingency. Essentially, DUB argues for language development as a trial-and-error habit formation process resulting from repeated exposure to “conventionalized utterances” in “meaningful and multi-dimensional” contexts (Verspoor & Schmid, in press). Linguistic constructions, understood as form-meaning pairings in pragmatic contexts, are acquired through association as they are “heard and used frequently and therefore entrenched, which is the result of habit formation, routinization and automatization” (Verspoor & Schmitt, 2013, p. 354). Salience is attained through joint attention that highlights a specific component of a construction in order to point out a grammatical form whose meaning is conveyed through gesture and/or visual clues. Contingency provides learners with an array of different contexts in which the same word combinations co-occur in order to draw their attention to such combinations, which can transpire through use of gestures and other visual clues. This procedure presumably allows form-meaning associations to emerge. Through exposure and use, learners detect regular patterns via general learning mechanisms, such as perception, association, categorization and schematization.

This may be all well and good and I am not surprised that learners can “pick-up” bits and pieces of language under such circumstances given enough time and enough exposure; however, I believe that certain features of language will be exceptionally difficult to figure out and master through the kinds of limited exposure available in classroom settings, even with use of attention-attracting procedures and frequent repetition. Perhaps even full and extensive immersion settings may not provide enough evidence for learners to detect and work out the meaning and use of some complex features of a new language. Here I point to the example of very proficient users of L2 English who continue to manifest inconsistencies in their use of articles.

One of the most prominent proponents of usage-based learning, N. Ellis (2015, p. 13) notes that there are limits to implicit learning, due to such factors as “interference, overshowing, blocking, contingency, cue competition, or perceptual learning, all shaped by the L1.” Consequently, he argues that “explicit learning is necessary in L2 acquisition” (p. 13). Nevertheless, he supports what VanPatten (2020) characterizes as the majority view among SLA researchers that to be viable for spontaneous language use, linguistic knowledge, even if gained through explicit instruction, must eventually become implicit. In this regard Ellis does not support a strong interface position in which explicit knowledge converts directly into implicit knowledge. Rather, he argues for a weak interface position, along the lines of what Krashen (1982, p. 84) called “self-stimulation”—a process through which performance arising from explicit knowledge functions as input to the implicit system that underlies acquisition. DeKeyser (2020, p. 91) proposes that in the early phases of the learning process when focus is normally on simple L2 features, L2 knowledge should be explicitly presented to learners followed by practice to proceduralize and automatize the knowledge. He contends, furthermore, that for complex features the classroom may not be the ideal place to promote
development owing to the difficulty learners may have understanding the structural rules that supposedly underlie such features. He suggests, therefore, that explicit instruction and learning in the early stages of SLA is useful for laying the foundation for future development when more complex features of the target language are acquired (p. 92). The pedagogical approach to be presented in this article makes a contrary argument: the more complex a linguistic feature is the more explicit instruction is required for learners to internalize the feature. As I will explain, however, the instruction cannot be based on the kinds of structure-based rules traditionally found in textbooks.

As far as I can determine, DUB says nothing about the potential relationship between implicit and explicit knowledge; however, given its support for strong CLT, it would seem that proponents of the model would not allow much room for explicit knowledge in the developmental process. Although in at least one variability study (Lesonen, et al., 2022), explicit instruction is paired with implicit exposure in a university level L2 Finnish course spanning approximately 70 contact hours. Instructional focus was on existential constructions, which are fairly complex structures. While focus was on variability manifested by four learners, initial exposure to existentials was primarily implicit until week 28 at which point learners were provided with explicit instruction on the rules for the formation of existential constructions. As far as I can determine, in the study nothing is mentioned regarding the relationship between explicit and implicit knowledge. However, as the authors point out (p. 13), following instruction two learners increased their use of existentials and decreased their use of non-conventional patterns. Moreover, instruction apparently helped provoke another learner to begin to use existentials. Perhaps most interesting with regard to my present concern, when semantics rather than form determines case marking in Finnish existentials, explicit focus on morphology may not be an effective instructional strategy (p. 13). As I will argue later, for language features that are conceptually based such as mood, aspect, articles, and word order, the absence of explicit instruction markedly increases the difficulty facing learners to figure out how a particular concept functions and how it can be manipulated to generate relevant meaning. Furthermore, the type of explicit instruction I will introduce, contrary to the general belief that this instructional approach must be structure focused, in fact, foregrounds conceptual meaning.

In DUB pedagogical studies, as far as I can determine, the language features under analysis are either lexical or formal rather than conceptual. Moreover, with a few exceptions, such as the study on Finnish existentials, the features are fairly simple, including such structures as French negation, present tense, nominal gender and past-perfect verbs (Rousse-Malpat & Verspoor, 2012). Spoelmann and Verspoor (2010) report on a longitudinal study of a Dutch L1 university learner of the L2 Finnish case system. Although Finnish has more cases (15) than other European languages, distinguishing four grammatical from eleven semantic cases. While the system seems complex, a learner can nevertheless encounter overt usage-based evidence of case marking. This, along with the study of Finnish existentials, is still quite different from the task confronting learners of Chinese word order, Spanish mood and verbal aspect, English phrasal verbs and the article system, German middle field, and the like. In these cases, the issue is not the forms themselves, as it is clear that learners of L2 Spanish will encounter ample evidence of indicative and subjunctive morphology, that learners of L2 Chinese will confront variations in word order, including by ba-, bei- and rang- constructions, and that learners of
English will be deluged with phrasal verbs and articles. The difficulty confronting learners is not appropriating the morphological and structural variations. It is instead about deciphering the conceptual meaning associated with the linguistic features. Even if teachers mediate between text and learner in the ways suggested by DUB—using “visuals, paraphrases, or translations” (Verspoor & Hong, 2015, p. 316)—it is highly unlikely that learners will be able to capture the subtle differences between SVO, S ba-O V and bei S O V order in Chinese: Wǒ chīle píngguǒ ‘I ate an apple’ vs. Wǒ ba-píngguǒ chīle ‘I an apple ate’ with regard how these options indicate speaker construal of events. The same can be said of the differences in speaker construal communicated through use of mood in Spanish: Pablo hace que María salga [subjunctive] del restaurante ‘Pablo made Mary leave the restaurant’; Pablo le hace salir [indicative] a María del restaurante ‘Pablo makes Mary leave the restaurante’ (Vesterinen, 2012, p. 61).

The point I want to make is not that learners are incapable of noticing linguistic forms when they are salient or made salient through instruction. It is that the conceptual meanings associated with particular aspects of a language (according to Langacker, 2013, all structural features are conceptually motivated) are substantially complex and subtle and that learners are likely to confront a difficult task appropriating them through implicit exposure either in everyday communication or via classroom instruction. Of course, given a sufficient amount of exposure over a sufficiently extended time period, I assume that some individuals are likely to achieve a degree of mastery over even very complex and subtle aspects of a new language. Unfortunately, not all learners have sufficient exposure over an extended time period to figure things out. Moreover, as I argue later, the neurological system subserving the internalization of implicit knowledge after childhood might well be declining, or unavailable altogether, for adult learners. Consequently, the optimal system for appropriating a new language later in life could very well be the one responsible for explicit learning. However, the way explicit instruction is organized and its unit of instruction matter.

**Sociocultural Theory and Educational Development**

From the perspective of Sociocultural Theory (SCT), instruction that leads to development is neither teacher- nor learner- centered but is instead a social activity comprised of the dialectical unity of teaching and learning—an activity Vygotsky captured with the Russian term obuchenie (Vygotsky, 1978, chapter 6). Cole (2009) points out that the term has been inappropriately rendered as ‘learning’ or ‘instruction’ in most English translations of Vygotsky’s writings. Sutton (1980, pp. 169-170) stresses that the Russian term “means both teaching and learning, both sides of a two-way process, and is therefore well suited to a dialectical view of a phenomenon made up of mutually interpenetrating opposites.” Developmental instruction is understood to indicate a transformation in students’ “psychological processes and knowledge” (Cole, 2009, p. 292), while teaching is the exercise of power to organize the school environment and the students’ experiences in that environment in order to promote transformative processes. Vygotsky was committed to the proposition that “instruction propels intellectual development into directions that would not be possible otherwise” in everyday life (Zavershneva & van der Veer, 2018, p. 101). He considered formal education to be the ‘artificial’, or systematically planned and intentional development of individuals, as opposed to the type of unplanned and often incidental development that occurs.
in everyday life (Vygotsky 1997a, p. 88). Wertsch (2007, p. 185) characterizes the artificial development that occurs in school as the intentional introduction of signs [by an external agent, e.g., teacher] into an ongoing flow of activity.

Indeed, social context plays an essential role in SCT as the source of human psychological development rather than as the setting where development happens (Vygotsky, 1994; Luria, 1967). Luria (1976), for instance, found that uneducated rural populations in the USSR manifested a very different thinking process from those who had attended school (see also, Schubert, 1983). Consequently, SCT is at odds with those SLA researchers such as Long (1997) and VanPatten (2020), who argue that SLA is the same psycholinguistic process no matter where it occurs because it is driven by mechanisms internal to learners, with the social environment at most impacting “the quantity and the quality of interactions that learners receive in the L2” … affecting “progress, ultimate attainment, attitudes, and other matters that form the complex quilt that is adult SLA” (VanPatten & Smith, 2022, note 5, p. 7). According to SCT, the mechanisms of learning and development are situated primarily in the social world and as this world varies, so to do developmental processes. The implication with regard to my current focus is that educational environments, as social contexts, because they are systematically and artificially organized, if organized appropriately, promote a different kind of developmental process that unfolds in everyday life (Vygotsky, 1987).

Given the relevance of social context, and school is a significant social context, in this article I will present a specific approach to formal education that incorporates principles of SCT, to be outlined later, with the goal of carrying out obuchenie in order to promote L2 development through explicit instruction (EI), especially with regard to language features that I believe are particularly difficult to master through immersion (everyday or instructional) experiences alone. Before doing so however, it will be necessary to provide a justification for why I believe EI matters. I want to stress, however, that my argument is not that all explicit approaches to instruction will promote development. There are numerous studies in which explicit information is imparted to students in fairly superficial, if not erroneous, ways. For instance, a study by Farley (2001) on Spanish subjunctive comparing EI with Processing Instruction (see VanPatten, 2020) and another by Hernández (2011) on Spanish discourse markers comparing EI with input flooding (see Trahey & White, 1993) both operationalize EI as a one-page handout explicating the relevant linguistic feature. However, little information, beyond the provision of feedback by the teacher in Hernández’s study, is provided. While both studies incorporated explicit information regarding their respective foci, I do not believe that most language educators would consider this sufficiently qualifies as explicit instruction. In research conducted by Pienemann and his colleagues on the Teachability Hypothesis (Pienemann, 1989), instruction is vaguely described as ‘traditional instruction’ without much information on specifics. The point being that if the quality of EI matters, as argued by adherents of SCT (see Lantolf & Poehner, 2014), caution must be exercised when generalizing to all types of teaching the claim that such phenomena as processing and acquisition orders or developmental sequences are unaffected by formal instruction.

Before explaining the SCT model of developmental instruction, I would like to discuss two strands of research that I believe provide support for the C-BLI model of developmental instruction: L2 ERP research and cultural evolution.
Research in Support of Explicit Instruction

In this section, I consider two research strands that I believe provide support of explicit instruction. The first is L2 ERP neuroscience research and the second is a proposal on the evolution of human culture.

L2 ERP Neuroscience Research

Neuroscience research that has emerged in recent years provides some useful information that is relevant for language pedagogy as well as for theories of SLA with regard to implicit and explicit knowledge and learning. Two important L2 neuroscience researchers who have addressed the topic are Michael Ullman and Michel Paradis. In what follows I will outline their respective arguments with regard to what brain-based research reveals about implicit and explicit processing and L2 development.

Both researchers agree that the brain has two memory systems that are capable of learning language: Declarative and Procedural Memory (DM, PM). Ullman in several publications (e.g., 2001, 2005, 2020) has proposed what he calls the Declarative/Procedural Model (DPM). Accordingly, each memory system is comprised of non-overlapping neural circuitry, which precludes direct conversion of declarative into procedural memory. DM subserves, with one exception (explained shortly), explicit learning, which includes form-meaning mapping of words as well as information from other domains, including episodic memory of events in the world (Ullman, 2020, p. 132). DM learns relatively quickly and usually does not require a great deal of practice. PM underlies non-conscious, implicit, processing “including syntax, non-lexical semantics, morphology, and phonology” (Ullman 2001, p. 107). PM plays a significant role in processing “sequential and hierarchical structure (i.e., in grammatical structure building)” (p. 107). PM is not uniquely specified for language processing as it also processes perceptual motor skills, sequences and categories (Ullman, 2020, p. 132). PM learning is gradual and requires more time to occur. However, retention of what is learned is longer-term than in DM. What is learned in PM is automatized, meaning that it is processed faster, reliably and inflexibly (Ullman, 2020, p. 133).

Both memory systems seem capable of learning all aspects of language, implicitly for PM and explicitly for DM. However, PM seems be better suited for learning some complex patterns, including long-distant dependencies; but this does not preclude DM from learning these patterns as well (Ullman, 2020, p. 134). However, a recent study (Tagarelli, et al., 2016) on L2 classroom learning found that grammatical complexity was difficult for some learners when provided with implicit exposure only. Representations learned in either system can block learning in the other system depending on which system is prominent at the time (Ullman, 2020, p. 133). Hence, in a classroom context where explicit instruction occurs, conscious attention to language predominates and the DM system is more likely to engage. Lack of explicit stimuli or high levels of complexity can lead to the predominance of the PM system (p. 133). If one system is damaged or for some reason is not functioning properly the other system is able to compensate to some degree. Specific Language Impairment, for example, resulting from a dysfunction in PM, can result in increased dependence on DM, in which the compositionality of forms governed by PM (e.g., regular past tense marking in English as in talk >talked) are memorized as chunks by DM (Ullman, 2001, p. 110). In addition to lexical
learning, DM also plays a role in some aspects of L1 grammar learning as children age (Hamrick, Lum, & Ullman, 2018).

Paradis (2009) more or less agrees with Ullman’s DPM, with the exception that Ullman (2005, p. 162) assumes that all lexical knowledge, including implicit processing of grammatical properties of words such as argument structure and subcategorization are processed implicitly in DM, while Paradis (2009, p. 18) argues that all implicit processing, including grammatical properties of words, is handled by PM. Support for the DPM is provided by two meta-analyses (Hamrick, Lum, & Ullman, 2018; Morgan-Short, Hamrick, & Ullman, 2022) of brain-based research using primarily ERP (Event Related Potential) data as well as some fMRI (Function Magnetic Resonance Imaging) evidence. The general assumption with regard to ERP research is that because L1 speakers acquire the grammatical properties of their language implicitly through PM, if L2 speakers manifest a pattern that reflects the L1 pattern, they are most likely processing the language features in the same way using PM.

For present purposes, the important aspect of the DPM is the contention that with increasing age PM declines and DM improves. According to Morgan-Short, Hamrick, and Ullman (2022, p. 68) PM is “well-established early in life and then may decline, whereas learning in DM is poor early on, but then improves during childhood” and therefore grammar development should rely more on PM for early-learned languages, L1 and L2, and “more on DM for later-learned languages.” Ullman (2001, p. 105) states the following with regard to the maturation of each system:

linguistic forms whose grammatical computation depends upon procedural memory in L1 are posited to be largely dependent upon declarative/lexical memory in L2. They may be either memorized or constructed by explicit rules learned in declarative memory. Thus, in L2, such linguistic forms should be less dependent on procedural memory, and more dependent on declarative memory, than in L1. Moreover, this shift to declarative memory is expected to increase with increasing age of exposure to L2.

Paradis (2009, p. 24) agrees with Ullman’s position and adds that the decline of PM has a variable impact on language development resulting in “different optimal periods” for prosody, phonology, morphology, and syntax (in that chronological order).

Even though Ullman supports a decline in PM over time, he nevertheless argues that “with experience (practice)” learners can access PM to improve the learning of grammatical features (Ullman, 2001, p. 105). According to Ullman support for this claim comes from ERP research on an artificial language, Broncato2, whose linguistic structure is loosely based on romance languages (see Morgan-Short, et al., 2010 and Morgan-Short, et al., 2012). One study focused on article-noun/adj ective-noun gender agreement and the other with the same participants addressed word-order. Both studies compared the ERP patterns of implicitly with explicitly taught learners and reported that with experience (operationalized as two additional instruction sessions conducted within 1 to 4 days of the initial instruction) the implicit group shifted from a DM pattern to one that reflected processing through PM because the pattern detected in this group at enhanced experience appeared to match a pattern reported for L1 speakers (not of Broncato2, but of any natural language). How can this happen if the PM system declines with
A recent article by Freunberger, Bylund, and Abrahamsson (2022) sheds new light on what counts as L1 ERP processing patterns. The Broncato2 researchers, as with many ERP L2 researchers, used the grand mean rather than individual performances to determine the processing patterns of the groups. Freunberger, Bylund, and Abrahamsson (2022, p. 439) challenge use of what they call the “gold standard” of ERP research whereby claims regarding the typical L1 response pattern, against which L2 speakers are compared, is often an artifact that results from averaging across study participants. In many cases, a substantial number of participants fails to produce the grand-mean pattern. They point out (p. 442) that L1 speakers recruit different neural circuits to process different morphosyntactic features, depending on processing conditions such as sentence complexity and length. They propose that a more accurate indication of L1 processing would be the range of patterns produced by L1 speakers depending on the factors just mentioned. They suggest that “the ability to dynamically adapt the parsing strategy to the processing demands might eventually be limited to L1 speakers” (p. 444). Thus, the benchmark for L1 processing would not be a specific processing pattern per-se but the ability to shift processing strategies depending on task conditions. The processing effect reported in the Broncato2 study could have either been an artifact of averaging, or it could have resulted from the fact that for some learners in the implicit group PM had not yet declined and was therefore still available to process implicit L2 exposure. For others in this group, PM could have declined and consequently, they would have relied on DM, but without considering individual performance, this possibility would have been masked. On the other hand, according to the L1 variability benchmark proposed by Freunberger, Blundy, and Abrahamsson (2022), the Broncato2 study would not have appropriately compared the participants to the new benchmark since relatively simple features were used in the study and therefore the participants’ ability to vary their processing strategies would not have been fully assessed.

In general Paradis seems less reticent than Ullman to allow for PM to subserve late language learning. He asserts that although it might be theoretically possible for a late learner to proceduralize grammatical (and phonological) knowledge, “in practice, it is at best very rare that the L2 grammar in its entirety will be internalized and hence subserved by procedural memory” (2009, p. 16). He allows for the possibility that “some implicit linguistic competence in L2 can probably be acquired in certain aspects of linguistic structure … though not completely at any level” (2009, p. 118). According to Paradis, for most adults learning a new language is an achievement that mainly results from conscious processing “and control of output” (p. 117). The knowledge internalized through explicit means, while not automatized as in the case of implicit learning, can be accessed with sufficient speed to allow for fluent spontaneous performance:

Moreover, if the aim of appropriation of a second language is to be able to communicate, and if one manages to do so with minimal use of automatic competence but with very efficient and speedy controlled metalinguistic knowledge, the end justifies the means. The distinction between automatic and speeded-up is important as long as it is a theoretical question, but for practical purposes, successful L2 speakers do not mind how and by what means they are able to communicate, as long as they do so efficiently … If formal
Instruction makes a difference in achieving native-like competence in L2 grammar ..., for practical purposes, it does not really matter whether you use implicit memory or explicit knowledge. Who cares how you manage to pass for a native speaker of L2? As long as you are able to successfully communicate in the second language, and the more accurately and fluently the better, the question is moot. However, from a scientific point of view, if you are interested in how things work, then it is crucial. (Paradis, 2009, p. 103)

Based on the foregoing discussion, it seems reasonable to conclude that explicit instruction is not something to be avoided. On the contrary, for late learners it could well be an effective pedagogical approach resulting in a viable developmental outcome. The caveat, as I have already suggested is that the quality of instruction matters. The approach that I will consider, based on SCT, is not organized around a set of formal structure-based rules, typically encountered in most textbooks and which most language teachers have been, and continue to be, exposed to in teacher education programs.

Cultural Evolution and Pedagogy

In a recent publication by O’Madigain and Tomasello (2021) the authors argue that the transmission and transformation of human ways of knowing has, from the beginning of our species, transpired through explicit pedagogy. They trace the cultural evolution of pedagogical practices from the earliest time with the emergence of tool use among apes in which social learning occurs through emulation—reproduction of the same outcome produced by another without copying the same technique, or imitation—reproduction of the same behavior used by another (p. 2). While what is learned in such social contexts most likely could have been learned without a model with sufficient time, “there is little doubt that chimpanzee individuals do in fact learn many of their skills from their peers” (p. 2). However, this type of learning the authors characterize as “conservative”, given that once the chimps have acquired a skill on their own, they exhibit a reluctance to learn from others, even if the alternative is more rewarding, as for instance obtaining more food (p. 2). Human children are willing to surrender their way of doing something when provided with an enhanced alternative.

By the time early homo sapiens emerged pedagogical practice had developed to the point where tool-use was acquired through normative based instruction and collaborative innovation (p. 4). In this case, novices were not only instructed how to use a tool to carry out an action (e.g., gut a fish), but they were also informed through use of language that the skill involved generalized to more than the particular fish involved in the empirical demonstration. Without everyday conceptual knowledge communicated through language as to where the procedure does and does not apply an endless amount of work is necessary “if all that is available is case by case demonstration” (p. 4). Following the passage of another 50 millennia, not only were normative procedures communicated to novices, but the reasons why the procedure was useful were also explained (p. 5). In this case, a community had to collaborate in determining not only what the best procedures were but also on the best reasons regarding the procedure’s functionality. Providing a novice with a good reason why something should be done in a particular way thus became the basis for selecting a particular technique. The authors illustrate what they call “epistemic pedagogy” with the explanation for why using a specific kind of knot to tie up a canoe should be used—not because it is easy or because someone failed to think of
another way of doing so, but because the knot will not “be undone by the pulling of the tide on
the canoe, but it can be quickly removed by tugging on this loop” (p. 5). Thus, trial and error
techniques in search of the optimal solution is costly (many canoes are at risk), but obtaining
the best solution based on its rationale “is free” (p. 5).

Once reasons enter the picture, communities can not only focus on what behaviors are to
be transmitted, but they can also consider the reasons why a particular behavior does or does
not work. O’Madigain and Tomasello (2021, p. 6) call this process “ratcheting reasoning” in
which the quality of an explanation is considered and if need be, modified or abandoned in
favor of a more viable explanation. They illustrate this process with the explanation for why
hawk feathers attached to an arrow produce better flight. The original reason, the feathers
worked because hawks fly fast, was abandoned in favor of an explanation based on the shape
of the feathers, which then allowed the community to use more abundant turkey feathers that
could be twisted into the correct configuration (p. 6).

The point of the preceding discussion is to demonstrate that human cultures, and individual
members of cultures, evolved over the course of history through improvements in explicit
pedagogical practices as the primary way of transmitting and transforming behaviors and the
reasons that underlie the behaviors. Moreover, there is a freedom that comes when humans act
for reasons than because of causes. Infants act out of biologically transmitted instincts that
cause their behaviors (e.g., cry when hungry). Reasons for acting emerge as we are
enculturated. Acting for a reason is a rational way of behaving (Bakhurst, 2007). Freedom, in
turn, is necessary for creativity to emerge. If one is compelled to act in a particular way because
alternative ways are not accessible, as when we assume a language feature must be used in a
specified way in a specific context, freedom and creativity are compromised. C-BLI in many
ways reflects the essential features of evolved human pedagogical practice with its dual concern
with behaviors and knowledge that underlies these.

**Four Principles of SCT**

Table 1 lists the key theoretical principles of SCT along with a brief explanation of the
significance of each principle. Each principle is given in an abbreviated form. The interested
reader can consult the references cited at the bottom of the table where a fuller discussion can
be found in Vygotsky’s own words.

The four principles are closely interconnected, and in some way each reflects the other
principles. The principles can be brought together into a single theoretical statement in the
following way: the human psyche (the term Vygotsky often used for mind) is the outcome of
the dialectical interaction of biologically endowed instincts that we share with other animals
penetrated and structured into a unified system by the cultural symbolic artifacts (primarily
language) that are made available to each of us during childhood and which at first function to
regulate, or mediate, our mental and physical behaviors and which over time are appropriated,
internalized, and transformed, as we mature and gradually integrate into the social life of our
community.
Table 1

<table>
<thead>
<tr>
<th>Principle</th>
<th>Significance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transition from innate natural behavior to artificial (mediated) mental functions through cultural development¹</td>
<td>Humans act indirectly on the world through culturally formed mediational means</td>
</tr>
<tr>
<td>Artificial (higher) mental functions originate in concrete social relations²</td>
<td>Formation of the human psyche is a sociogenetic process whereby mental processes first occur interpersonally and then transition to become intramental processes</td>
</tr>
<tr>
<td>Mental functions transition from outside inward³</td>
<td>Internalization: the human psyche is a dialogue between I ~ Me that is derived from and reflects dialogues with others (I ~ You)</td>
</tr>
<tr>
<td>Each artificial (higher) mental function passes through four developmental stages⁴</td>
<td>Stages: (1) innate biological, emotional and cognitive processes; (2) mediation and regulation of individual’s thinking by others; (3) individual adopts and adapts mediation by others for self-mediation through egocentric speech; (4) egocentric speech converts into inner speech as self-mediation moves to internal plane</td>
</tr>
</tbody>
</table>


Vygotsky (1997b, p. 106) summarizes the essence of the theory as follows:

We might say that all higher functions were formed not in biology, not in the history of pure phylogenesis, but that the mechanism itself that is the basis of higher mental functions is a copy from the social. All higher mental functions are the essence of internalized relations of a social order, a basis for the social structure of the individual. Their composition, genetic structure, method of action—in a word, their entire nature—is social; even in being transformed into mental processes, they remain quasisocial. Man [sic] as an individual maintains the functions of socializing.

The mental capacity that emerges from the socializing (Vygotsky distinguishes this from socialization) process is human consciousness, which according to Arievitch (2017), represents the unique adaptation that empowers humans, individually and collectively, to cope with, and by and large overcome, unanticipated events in our world. Thus, human adaptation is distinguished from animal adaptation in that humans have the potential to intentionally alter the material world (for better or worse) in order to achieve a particular (individual or collective) goal. This is achieved through what Vygotsky (1997a, p. 68) called the “doubled experience” whereby the action carried out on material reality is initially carried out in the individual’s or collective’s imagination; in other words, the material actions are mentally planned.

Concept-based Language Instruction (C-BLI): Concretizing the Principles

In this section I outline how SCT researchers have concretized the four theoretical principles discussed above into a viable language pedagogy. The individual most responsible for bringing the theory into a systematic educational model is P. Y. Gal’perin, a psychologist whose project was to explain the process through which external forms of cultural mediation are internalized and to maximize the process in the educational context. Gal’perin referred to his approach as Systemic Theoretical Instruction (Gal’perin, 1992; Haenen, 1996; Talyzina, 1981). However, for purposes of language instruction SCT L2 researchers have modified Gal’perin’s original proposal in order to render it more flexible and to incorporate concepts from contemporary
meaning-based theories of language, primarily, Cognitive Linguistics, Systemic Functional Linguistics, and more recently, Integrational Linguistics. The approach highlights the notion of concept as the unit of instruction and operates with phases that are more tractable than the stages established by Gal’perin’s original framework.

Table 2 presents the six phases of C-BLI. Once the phases are explained, I will consider two studies that have implemented the model; one addressing Chinese topicalization and the other dealing with Spanish temporal aspect, both of which are complex language features assumed by some L2 researchers not to be amenable to explicit instruction.

### Table 2

<table>
<thead>
<tr>
<th>Phase</th>
<th>Description</th>
<th>Pedagogical Rationale</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Pre-understanding</td>
<td>Knowledge of concept prior to instruction</td>
<td>Identify &amp; make visible starting point for instruction</td>
</tr>
<tr>
<td>2. Concept presentation</td>
<td>Coherent explanation of concept</td>
<td>Compare current (1) and new knowledge (2)</td>
</tr>
<tr>
<td>3. Materialization</td>
<td>Concretize (2) as drawing, graph, diagram, object—SCOBA, GESTURE</td>
<td>Holistic representation of concept; memorable; avoid verbal memorization without understanding</td>
</tr>
<tr>
<td>4. Verbalize (languaging)</td>
<td>External speech/writing</td>
<td>Reveal conceptual understanding; transform external (SCOBA) to internal mediation</td>
</tr>
<tr>
<td>a. Communicative</td>
<td>Explain concept &amp; use to others (recorded)</td>
<td>Speak/write socially to begin internalization process—transition away from reliance on SCOBA</td>
</tr>
<tr>
<td>b. Dialogic</td>
<td>Explain concept &amp; use to self (recorded)</td>
<td>Speak/write to continue transition away from reliance on SCOBA and social mediation toward internalization and self-reliance</td>
</tr>
<tr>
<td>c. Student SCOBA (optional)</td>
<td>Students visually represent their understanding of a concept</td>
<td>Visualization informs teachers of student thinking and it helps students better organize their thinking and reliance on teacher SCOBA</td>
</tr>
<tr>
<td>5. Performance</td>
<td>Use concept in goal-directed communicative activities: drama, tasks, improv etc.</td>
<td>Ability to embed concept in practical and purposeful activity</td>
</tr>
<tr>
<td>6. Internalization</td>
<td>Concept used without external mediation (SCOBA or external speech)</td>
<td>Concept becomes generalizable and functionally useful</td>
</tr>
</tbody>
</table>

The pedagogical model captures Vygotsky’s concept of obuchenie, described above. As in all dialectics both poles matter and therefore marginalizing either pole (teacher or learner) undermines instructional activity. For example, learners may not appreciate the value of externalizing their knowledge of a concept, whether it be what they had learned or thought they had learned in previous instruction, or what they know tacitly about a concept as it may be represented in their own language. Teachers have the responsibility of helping them in the externalization process, especially if the knowledge is tacit. They must also guide learners as they compare their current knowledge with the new conceptual knowledge as presented in phase 2. This is particularly important if previous learner knowledge (phase 1) is reflected in pedagogical rules of thumb that are either context specific, incomplete or erroneous. One of the problems that can emerge in phase 2 is that teachers, through no fault of their own, but
because of the nature of teacher education programs, may lack the kind of knowledge necessary to capture the essence of a concept. For instance, as I explain later, the concept that operates in use of temporal aspect in Spanish is “boundedness”, which also functions in distinguishing what have traditionally been referred to as mass and count nouns. Conceptual knowledge should not be an impediment to language instruction, but unless teacher education programs take language knowledge more seriously than they have to the present time, effective instruction will be hindered.

The challenge for phase 3 is to construct an appropriate material representation of the concept covered in phase 2. In some instantiations of the model this has been achieved through use of branching flow charts where yes/no decisions are made regarding the semantic options available to convey particular meanings (see for example Negueruela’s 2003 study on Spanish aspect). However, this type of representation is not holistic, is not memorable and includes too much verbal language, which we have found can be problematic because it interferes with the memorable quality of the representation. I will present examples of verbally minimalist presentations later in the discussion. The term that Gal’perin used to describe the representations included in phase three is Schema for the Orienting Basis of Action (SCOBA). The idea is that the knowledge functions as a resource that learners draw on to orient (i.e., plan and implement) a particular action, verbal or otherwise. As far as I can determine, there is no perfect SCOBA for a given concept. Teachers need to experiment, taking account of student reactions and even recommendations for improving the representation. More recently, researchers led by Goldin-Meadow and her colleagues (e.g., Zhen, et al., 2019) have explored the impact of gesture as embodied learning inside and outside of school settings. The advantage of gesture with regard to SCOBA representations is that one can in a real sense carry the representation in one’s body. I will show an example of this later in the discussion.

As explained in the Table 2, verbalization, or what Swain (2006) terms ‘languaging’, is about using language with a cognitive rather than a purely social communicative function. In Vygotsky’s theory, speaking (and writing) are phases in the internalization process. It is how the symbolic artifacts that communities develop over the course of history are appropriated and transformed into psychological functions. Accordingly, speaking that is initially social (I ~ You) begins to take on a psychological function, even though in appearance it remains social (Vygotsky, 1987). Over time, social speech takes on a non-social appearance as it becomes highly abbreviated and difficult for some would-be interlocutor to interpret as it transitions to an I ~ Me dialogue (Vocate, 1994). Gal’perin proposed that the two subphases of languaging functioned for learners to transition away from reliance on the external representation of a concept—the SCOBA—and toward the psychological internalization of the concept as indicated in the final phase (6).

It turns out that an effective complement to the languaging phase, which also helps learners display their understanding of a concept is student-generated SCOBAs. This activity is not only informative for a teacher, as it reveals how students are thinking about the concept and provides additional information that may not come to the surface during languaging. In addition, it also helps students organize their own thinking regarding a concept. A study by Qin, Ouyang, and Ren (2023) demonstrated the usefulness of linking languaging with student generated SCOBAs. One of the important findings of the research is the difference in the relatively disorganized knowledge illustrated in lower-level student SCOBAs when compared to the
more structured knowledge depicted in SCOBAs produced by higher-level students. This does not mean that the disorganized knowledge is a problem. On the contrary, it is part of the process through which knowledge becomes organized. Learners (and teachers) benefit from visually observing what their knowledge looks like and they can appreciate what needs to be done to organize it into useful knowledge. As reported in Qin, Quyang, and Ren (2023) novice learners either generated highly fragmented and disorganized SCOBAs or often copied the teacher’s SCOBA rather than producing one of their own. This indicates that they are still in the early phase of appropriating the concept and more mediation is needed. More advanced learners produced their own unique and systematically organized representations.

Phase 5 must connect conceptual knowledge with concrete communicative (spoken and written) activities. While such activities might include what is typically done in communicative classrooms, including task-based learning, games and play, I believe that the use of drama as a pedagogical tool is an especially effective means of promoting the development and creative use of conceptual knowledge. In fact, Vygotsky often referred to psychological development as a drama consisting of conflicts, dissonance, emotion, with surprising twists and turns. He captured this in the concept of *perezhivanie* understood as the dialectical unity of emotion and cognition (see Sukhikh, Veresov, & Veraksa, 2022).

Di Pietro (1987) proposed an approach to drama-based instruction called Strategic Interaction (SI) that brings out the conflict at the core of any drama in which participants are assigned roles where each actor knows only their own motive for an interaction, and only in the interaction do they discover the motive provoking their interlocutor. In some DUB studies (e.g., Verspoor & Hong, 2013) movie clips have been used to provide learners with implicit exposure to L2 lexical and grammatical features. The clips are repeatedly shown to learners in a stepwise procedure in order help them understand what is going on in a particular scene as a way of supporting their recall of specific words and expressions (p. 35). I believe that the integration of movie clips can be an effective means of motivating learners and of fulfilling the goal of phase 5. Leaving aside the specifics of each step, as implemented in DUB, the final step in which learners either role-play or write about a particular scene (p. 35) can be modified to reflect the aim of SI, which is to go beyond role-play and develop alternative interactions based on a scene that allows creativity to come to the fore. Van Compernolle (2014) made extensive and effect use of scenarios in his study on L2 learners’ development of the pragmatics of French vocative and first-person plural pronouns and negation.

Another especially creative approach to drama-based activity emerges from improvisational theatre. Holzman (2009, p. 61) notes that improv means “without preparation”, “spontaneous” or “unexpected” (p. 61). It “is a performance art in which an ensemble of actors creates scenes or stories without a script” with the actors working “off each other to create the stage, characters and plot—to go anywhere and make anything happen” (p. 61). It very much resembles the kind of play that children engage in as described by Vygotsky (1978). In play children are emancipated from the constraints of immediate concrete reality but at the same time they behave according to the emergent rules of the play activity, which means they must often act counter to their “immediate impulse” (p. 99). In play, children begin to experience what it is like to be other than what they are in reality. In essence, play creates a zone of proximal development that empowers them to behave beyond their “average age” as if they were “a head taller” than what they are (p. 103). Improv, much like play in childhood, opens
space where participants can experience feelings, emotions, and ways of thinking and behaving that they may have not previously experienced, essentially opening a zone for adult development. For additional discussion of performance drama and improv in educational praxis, see Davis, et al., (2015).

All of the phases ultimately lead to phase 6 where the developmental process is finalized as learners internalize the concept and are able to not only understand it but to functionally and effectively use the concept without recourse to external forms of mediation either from another person, from a SCOB, or from their own languaging. However, if they encounter unexpected difficulties, they should know how to resolve it on their own. The value of the dialectical focus on development as outlined here is performance with understanding.

C-BLI Pedagogical Studies
In this section I will briefly describe some C-BLI research that addresses two of the complex language features mentioned earlier—word order and verbal aspect. To be sure, space does not permit detailed consideration of the research, but I will nevertheless highlight those aspects that illustrate some of the phases described in the preceding section.

Topicalization in Chinese: Challenge to the Teachability Hypothesis
Zhang and Lantolf (2015) report on a pedagogical study conducted by Zhang (2014) on topicalization in Chinese designed to assess the Teachability Hypothesis proposed by Pienemann (1989), which argues that some language features, including word order in Chinese, must proceed through a predictable sequence determined by learner-internal mechanisms that are unaffected by instruction. Briefly, canonical word order in Chinese is S (Adv) (Adv) V O. Topicalization permits Objects and Adverbs to appear in utterance initial position. Thus, a topicalized alternative to the canonical utterance  "Wǒ chīle píngguǒ ‘I ate an apple’ is Píngguǒ, wǒ chīle ‘An apple I ate.’ [NB: the comma indicates a pause (#) typical in the spoken language]. Temporal and locative adverbs may also be topicalized as in Zuótiān, wǒ pingguǒ chīle ‘Yesterday, I ate an apple’. The order predicted for acquisition of Chinese topicalization is given in Table 3

<table>
<thead>
<tr>
<th>Stage</th>
<th>Illustration</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. S ADJ ADJ V O</td>
<td>Xian yesterday at home ate an apple</td>
</tr>
<tr>
<td>2. ADJ S ADJ V O</td>
<td>Yesterday Xian at home ate an apple</td>
</tr>
<tr>
<td>3. O S ADJ ADJ V</td>
<td>An apple Xian yesterday at home ate</td>
</tr>
</tbody>
</table>

The prediction is that learners must acquire stage 1 before stage 2 and stage 2 before stage 3. Zhang’s study demonstrated that through C-BLI learners were able to acquire stage 3 before stage 2 as well as stages 2 and 3 simultaneously. The performance of the learners was assessed using several communicative activities, including cartoon descriptions, questions and answers, and free conversation.

The study deployed two types of SCOBAs to materialize the conceptual knowledge (phase 3) that in Chinese speakers can communicate their construal of a particular component of an
event as salient by positioning the relevant constituent at the head of an utterance, as illustrated in Table 3. One SCOBA was an animated PPT cartoon which showed a person, a picture of a clock (temporal adverb) and a home (locative adverb), and an apple that were variously moved from canonical to topical position. The second SCOBA presented in Figure 1 utilized Cuisenaire rods that were haptically manipulated to represent the topicalization options of Chinese.

**Figure 1**

*Haptic SCOBA for Chinese Topicalization*

<table>
<thead>
<tr>
<th>Topic</th>
<th>Subject</th>
<th>Time</th>
<th>Place</th>
<th>Verb</th>
<th>Object</th>
</tr>
</thead>
</table>

One of the most interesting outcomes observed in the study is the fact that one of the students, who had displayed a low working memory capacity on a pre-study test—a factor that could have inhibited her language development—performed as well as other learners with normal working memory capacity. The key to her success seemed to emerge from her use of gestures that imitated haptic movement of the rods to mediate her speaking performance. An example of the student’s performance is shown in Figure 2.

**Figure 2**

*Student Speaking with Gestures*

The pictures show the student positioning her hands as if she were manipulating the rods. Notice that in the third frame, some of the rods are visible. In this way, she was able to
compensate for working memory problems. Research on gesture-speech interface shows that gesture can indeed lighten the load on working memory (Gillespie, James, Federmeier, & Watson, 2014). The fact that she had to rely on an external form of mediation shows that she had not yet completely internalized the concept of topicalization. On the other hand, her use of gestures is a powerful example of how they form of thinking can be used to mediate verbal performance. As McNeill (2005) argues, gesture and speech form a dialectical unity in which each contributes to the meanings one wishes communicate, which is why gesture can play a significant role in phase 3 of C-BLI.

*Spanish Temporal Aspect*

A recent article by Kissling and Muthusamy (2022) demonstrates use of the concept of ‘boundeness’ to explain the meaning and use of Spanish temporal aspect, a notorious problem for speakers of English. The students participating in the study were novice university learners of the language who had had minimal to no previous exposure to Spanish. Briefly, preterit aspect temporally bounds events as if they were containers, while imperfect aspect profiles events that are analogous to objects such as water when they are not restricted by containers. There are of course more complexities involved in understanding the concept, as the researchers/teachers explained to the students in phase 2. The materialization phase 3 used video SCOBAs to illustrate how boundeness functions to profile temporal meaning in Spanish. The video SCOBAs narrated a story that was initially related with all verbs in preterit and then repeated several times with aspect incrementally changed to imperfect with each iteration in order demonstrate how a speaker can shift construal of temporal events and profile these differentially for an interlocutor (p. 376). The SCOBAs can be viewed at ([https://www.iris-database.org/](https://www.iris-database.org/)).

The researchers detail student performance through all phases of instruction, including languaging for understanding as well as performance on written and spoken narrative tasks. As the researchers note, however, given the time constraints imposed on the study that was conducted as part of the regular Spanish instructional program some of the students failed to demonstrate full conceptual understanding of the concept of boundedness and in their view, more time might well have helped these individuals more fully develop their knowledge (p. 383). Learner performance on written and spoken narratives significantly improved as a result of instruction with most learners assessed at 80% appropriate use of aspect, while six learners were assessed at 100% appropriate use.

In an extension of the Spanish aspect study, Kissling (to appear) reports results that seem to challenge the previously well-documented Aspect Hypothesis proposed by Andersen (1991). According to the hypothesis, beginning L2 learners follow a predictable sequence in acquiring temporal aspect initially relying on inherent aspect and then expanding aspect marking that does not match inherent aspect of an event or state. For preterit this means beginning with achievement events and concluding with states, while imperfect first appears with states and ends with achievements. Kissling compared the performance of beginning C-BLI learners with a corpus of L2 learners at different proficiency levels and with a group of L1 speakers of the language. The more proficient learners represented in the corpus followed the AH prediction, while the novice C-BLI group produced non-prototypical imperfect forms at a rate that was closer to what intermediate and advanced learners in the corpus produced, although on the
immediate post-test they were different from L1 speakers. On the delayed post-test administered after 10 weeks, however, the learners approached L1 use of imperfect aspect. With regard to preterit, the C-BLI learners were better than beginning and were similar to intermediate learners in the corpus data but they did not yet approach the advanced corpus group or the L1 speakers.

**Conclusion**

In this article I have argued for the value of explicit language instruction. In this regard I would like to repeat the observation of VanPatten and Smith (2022) that SCT deals with language instruction as educational subject matter. This is indeed an appropriate way of looking at SCT’s orientation to the topic. I believe the argument is supported by L2 ERP research as well as by the proposal regarding cultural evolution of human pedagogy. If, as argued by Ullman and Paradis, the PM system declines and the DM system grows as we age, it makes a lot of sense to expose late language learners to explicit instruction. However, as I showed in the discussion of C-BLI this instruction does not rely on the “kinds of rules and structures that classroom learners find in textbooks” (VanPatten & Smith, 2022, p. 26). Such rules are often interpreted by teachers and students the same way that an instruction in a computer program is interpreted—as a cause of some output. Rules, according to Harré (2002, p. 125), are “conventions, customs and habits” that reflect “norms in everyday life.” While norms are important, they are clearly not commands for how one must behave. Indeed, those who are able to disrupt norms we often celebrate for their creative prowess. As argued in O’Madagain and Tomasello (2021), challenges to norms and accepted wisdom were crucial for the evolutionary enhancement of human cultures. As this happened, humans not only developed the proclivity to teach future generations but to teach them in different and more effective ways, including most importantly, explaining the reasons underlying particular behaviors.

According to Voloshinov (1973), because structural linguistic theory, at least as far back as Saussure, has focused its attention on isolated sentences rather than dialogic utterances we are left with a linguistics of “stable and always self-equivalent “signals” that are “internally fixed” and do not “stand for anything else, or reflect or refract anything” but instead serve as “a technical means for indicating this or that object or this or that action” (Voloshinov, 1973, p. 110 and p. 68). In traffic signals, for instance, red always indicates stop and green always indicates go. In a linguistics of *signs* (Voloshinov, 1973, p. 68) signs are socially constructed, “always changeable and adaptable” and manifest a “speaker’s point of view” (i. e, construal of a reality). Traditional pedagogical rules point to language as a set of inflexible signals that demand recognition of their *identity* no matter the context in which they occur. Signs, on the other hand, must be understood, which demands recognition of their “novelty” in a “particular context” (Voloshinov, 1973, p. 69).

Yáñez-Prieto (2014) demonstrated that learners have the capacity to use language in unanticipated and creative ways, (i.e., create signs), if provided with appropriate resources and guidance and are liberated from their suppositions inculcated in previous educational experiences that there are only right and wrong ways of doing things. Conceptual knowledge provides the resources necessary for creative use of language because the concepts are motivated by meaning rather than form and therefore function as a resource to profile events and objects for interlocutors in accordance with the speaker’s construal of reality. Through
instruction concepts as units of instruction promote dialectical interaction between understanding and performance to enhance language development that allows for creative rather than so-called “correct” (i.e., native-speaker norms) use of language.

The impression I come away with from reading DUB literature, and I could be wrong, and if so, I stand corrected, is that because focus is on internalization of conventionalized form-meaning pairings in specific contexts, there seems to be little room for creativity and the creation of signs rather than signals as described by Voloshinov. Verspoor and Schmid (in press) discuss creativity but only with respect to beginning learners’ way of expressing a particular structure when they lack the knowledge and ability to use appropriate target language constructions. The following comments from Verspoor and her colleagues, I believe, supports this contention: “a beginning L2 Finnish learner may not yet have noticed or acquired the form of this [existential] construction and may therefore use creative linguistic solutions to express a similar meaning”; “However, before any pedagogical intervention, learners may want to express this meaning, and so they need to rely on creative linguistic solutions that may not be conventionalized in the target-language speaking community” (Lesonen, et al., 2022, p. 2). Indeed, they suggest that in the early stages of L2 development it may be more effective for learners to “repeat, imitate, and reuse” what they hear (and presumably see) than it is to encourage them to be creative (Verspoor & Schmid, in press). They point out that language comprises a “large array of conventionalized utterances that have a certain meaning in a certain context,” which seems to imply that learners need to internalize the utterances along with the contexts where they are appropriately used. On the other hand, internalizing the conceptual meaning of features such as mood, aspect, word order, and figurative language, not addressed here (see Kim & Lantolf, 2018; Wang, 2023) with opportunities to use such features in open-ended activities such as Strategic Interaction, improv and other forms of drama, empowers learners to experiment and create with the language rather than adhere to so-called native-speaker conventionalized norms. This kind of creativity results not from a lack of L2 knowledge, but as a consequence of conceptual knowledge, as is illustrated in Yáñez-Prieto’s (2014) study mentioned earlier.

As was noted in the C-BLI studies reviewed here, the model challenges the claim that the key mechanisms that guide language development are learner internal. In this regard, the predictions of the Teachability Hypothesis and the Aspect Hypothesis were called into question as learners in each study produced language that failed to adhere to the acquisition order predicted by the respective hypotheses. Of course, there are aspects of any language that are relatively fixed (e.g., articles follow nouns in English, Spanish, German, Italian), but such conceptual meanings as temporal aspect, word order, mood, modality, article use, etc. are not. Consequently, to treat language as a set of fixed rules undermines opportunities for creative use of our most powerful social and psychological tool.

Finally, a significant implication of C-BLI is that teacher education programs need to make room for instruction on language that highlights concepts over traditional textbook rules. This requires the introduction of courses that provide teachers with appropriate knowledge to be able to implement a conceptually oriented pedagogy. In this regard, it is not sufficient to substitute courses in formal structurally-based linguistics with courses in theories such as Cognitive Linguistics, Systemic-Functional Linguistics, or Integrational Linguistics. The courses must focus on the development of teacher knowledge for pedagogical purposes, much
James P. Lantolf

as is done in mathematics and science teacher preparation programs. The goal is not to prepare teachers to become linguists but to be able to make concepts pedagogically functional; that is, represented for students in ways that are simple, appropriate, memorable, and communicatively functional, and open to creativity.

ORCID
https://orcid.org/0000-0003-4131-8368

Acknowledgements
Not applicable.

Funding
Not applicable.

Ethics Declarations
Competing Interests
No, there are no conflicting interests.

Rights and Permissions
Open Access
This article is licensed under a Creative Commons Attribution 4.0 International License, which grants permission to use, share, adapt, distribute and reproduce in any medium or format provided that proper credit is given to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if any changes were made.

References


