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Abstract 
This personal reflection explores the ethical considerations surrounding the use of ChatGPT in ESL writing 
education. It begins by highlighting contrasting perspectives on the tool’s impact, from skepticism to its potential 
as an empowering resource for students, particular with the immediate feedback ChatGPT provides. Then in 
reviewing existing models of feedback engagement, this paper identifies gaps that necessitate a more 
comprehensive ChatGPT feedback framework, one that incorporates ethical dimensions alongside cognitive and 
emotional aspects. The discussion concludes with a call for future research to investigate the complexities of 
engagement with AI tools like ChatGPT, emphasizing the importance of fostering ethical responsibility in student 
writers. Through this exploration, the paper aims to contribute to a more nuanced understanding of ChatGPT’s 
role in language writing education, advocating for an informed and responsible integration of AI in the classroom. 
Keywords: ChatGPT, Artificial Intelligence, Second Language Writing, Feedback Engagement, Ethical  
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Introduction 
The rapid evolution of artificial intelligence (AI) has brought tools like ChatGPT into the 
spotlight, sparking both excitement and concern (Thorp, 2023). Developed by OpenAI, 
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ChatGPT is a generative language model capable of producing human-like text responses 
(Ghumra, 2022). It has stirred global debates on its potential, especially in education (Schade, 
2024). Tech visionary Bill Gates heralds ChatGPT as a revolutionary force, claiming it will 
“change the world” and increase efficiency in various job sectors (as cited in Bove, 2023). On 
the other hand, intellectual figures such as Noam Chomsky offer a more cautious view, 
criticizing ChatGPT as “high-tech plagiarism” and “a way of avoiding learning,” highlighting 
the ethical concerns surrounding the use of such technology in education (as cited in Chomsky 
& Mirfakhraie, 2023). These contrasting opinions underscore the ethical complexity of 
integrating AI like ChatGPT into educational contexts. 

In English as a Second Language (ESL) education, ChatGPT has already made significant 
strides, especially in writing instruction (Kohnke et al., 2023). Its ability to provide immediate 
feedback and model coherent text has transformed how students engage with writing tasks, 
offering them personalized writing assistance that was once difficult to access (Marzuki et al., 
2023). For ESL students, the promise of ChatGPT lies in its potential to help them overcome 
language barriers, practice fluency, and engage more actively in their learning processes (Dong, 
2024). 

My own perspective aligns with a more optimistic view of ChatGPT. First, it is undeniable 
that its arrival was not sudden or abrupt but rather the outcome of an ongoing negotiation 
between technology and society. As educators and learners, we have not prevented ChatGPT’s 
integration into classrooms, but the mere is fact is that many of us remain uncertain about its 
role and how to interact with it. Rather than a passive recipient of technological change, 
education is an active participant, reshaping the tools and approaches at its disposal to enhance 
learning, as highlighted by the world-prestigious AI expert Fei-Fei Li (Li, 2023). 

In this personal reflection, I will first explore the diverse opinions surrounding ChatGPT’s 
use in education, particularly focusing on the ethical considerations. I continue the reflection 
by discussing a crucial academic facet of ChatGPT’s role in language learning: how student 
writers engage with this tool in ESL writing contexts. Finally, I will propose a research agenda 
to guide future inquiry into ChatGPT’s feedback engagement framework research, with an 
emphasis on the ethical implications of this engagement for both educators and students. 
 
Different Voices towards ChatGPT 
The rise of the AI tool ChatGPT has prompted a wide array of responses, especially in 
educational settings (Kohnke et al., 2023). Warschauer and colleagues (2023) have delineated 
three primary and fundamental contradictions: firstly, the “imitation” contradiction, which 
encompasses the tension that arises between language learning and plagiarism (p.1); secondly, 
the “rich get richer” contradiction, emphasizing the risk that AI may amplify existing 
disparities (p.2); and thirdly, the “with or without” contradiction (p.3), which examines the 
potential reliance on AI for language progression. In the background of a mixed-feeling attitude 
towards ChatGPT, some institutions and educators have voiced strong concerns over its 
potential to encourage academic dishonesty, while others see it as a valuable tool that can 
revolutionize learning when used ethically. 

On one side, numerous regions have imposed bans on ChatGPT, driven by fears of 
cheating, plagiarism, and a lack of transparency in student work. In the U.S., New York City 
and Seattle have banned the use of ChatGPT on school networks and devices, citing concerns 
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over academic integrity and student learning outcomes. Australia has followed suit, with states 
such as New South Wales, Queensland, Tasmania, and Western Australia prohibiting the use 
of ChatGPT on school campuses, reflecting a broader global concern. Similarly, in Europe, the 
Paris Institute of Political Studies has enforced a strict prohibition on the use of ChatGPT and 
other AI tools without transparent citations in academic work. In India, Bangalore University 
issued a ban on ChatGPT for academic activities, emphasizing the potential misuse of AI in 
exams and assignments. Even in China, the University of Hong Kong has barred the use of AI 
tools like ChatGPT in classrooms and assessments, underscoring concerns that students might 
use AI to bypass academic rigor2. 

However, not all voices are against the use of ChatGPT in education. Proponents argue that 
with proper ethical guidelines, ChatGPT can enhance learning. Bhaskar Vira, an academic 
leader at the University of Cambridge, suggests that ChatGPT should be seen as a useful new 
tool, urging educators to adjust teaching processes and examination norms accordingly, while 
maintaining academic integrity (as cited in Olsson, 2023). John Villasenor from University of 
California at Los Angeles echoes this sentiment, advocating for a balanced approach where 
students are taught to use ChatGPT ethically and efficiently rather than banning it entirely 
(Villasenor, 2023). The journal Nature also highlights ChatGPT’s potential, suggesting that 
once its biases, provenance issues, and inaccuracies are addressed, it could greatly enhance 
research efforts (Van Dis et al., 2023). 

These divergent voices highlight the ethical tension surrounding ChatGPT’s role in 
education. On one hand, concerns about plagiarism and academic dishonesty persist, leading 
many institutions to impose bans. On the other hand, advocates see its potential to transform 
education when ethical guidelines are in place. In the context of ESL writing, where students 
often struggle with language fluency and accuracy, ChatGPT can offer critical support, but 
only if integrated thoughtfully and responsibly into learning environments. 

I maintain a favorable view regarding the integration of ChatGPT into educational settings, 
with a particular emphasis on its application in writing instruction. Initially, as delineated in a 
research publication that I authored earlier this year (Dong, 2024), I underscored the pivotal 
role of human initiative in our interaction with ChatGPT. To avert a dystopian future 
reminiscent of Aldous Huxley’s “Brave New World,” it is imperative for educators to assume 
the mantle of responsibility in harnessing ChatGPT effectively and to guide our students 
through its advantages and potential pitfalls in the realm of writing. In this context, the 
significance of language educators in an era dominated by ChatGPT does not diminish; rather, 
it becomes increasingly vital to the field of language education. Furthermore, for students 
engaged in language acquisition, the cultivation of a literary mindset is essential. As Chen 
(2024) posits, the interaction with ChatGPT necessitates the crafting of prompts, which relies 
heavily on linguistic proficiency—a skill inherently rooted in the humanities. Future education 
must not only focus on the scientific and technical disciplines but also on the linguistic 
competencies of the humanities. It is crucial to foster the comprehension and expression 
abilities of individuals, which are, in fact, the most critical tools for human-AI communication. 
In general, my own perspective aligns with that of Fei-Fei Li, who shared her thoughts on 
ChatGPT during a 2023 conference in Canada. Drawing on her personal experience with her 
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son, Li emphasized that children already view ChatGPT as an empowering tool, one that 
enables and enhances their learning. She argued that rather than shutting ChatGPT out of 
education, we should embrace it and update our educational practices to reflect the evolving 
relationship between humans and AI. “We need to educate humans so that they know how to 
use the tool to their benefit,” Fei-Fei Li stated (Li, 2023)3, a viewpoint on how we should 
approach ChatGPT in language education, which I am in favor with. 
 
ChatGPT Feedback in Writing 
I have come to realize that recent scholarly pursuits have not only identified the inherent 
contradictions but have also shifted their focus towards language learners. Specifically, these 
researchers have endeavored to underscore the examination of learners’ individual 
psychological states in response to the feedback offered by ChatGPT. They have delved into 
the efficacy of ChatGPT in the creation of educational material and the provision of feedback 
within the realm of ESL. This body of work, as exemplified by studies such as Guo and Wang 
(2024) and Young and Shishido (2023), seeks to understand how learners process and 
internalize the feedback from such an artificial intelligence tool, and how this interaction can 
be optimized for educational benefit. 

One of the most significant advantages that ChatGPT offers to ESL student writers is the 
immediacy and accessibility of feedback (Jiang et al., 2023). Traditional feedback mechanisms, 
such as instructor comments or peer reviews, often involve time delays, limiting their 
effectiveness in real-time learning (Hyland, 2003). ChatGPT, by contrast, provides instant 
feedback on grammar, sentence structure, and content organization, which can be especially 
beneficial for ESL students who may struggle with language nuances (Dong, 2024). This 
instant support can serve as a scaffold, allowing students to practice writing with guidance and 
make immediate revisions (Tate et al., 2023). As students engage more with writing, 
ChatGPT’s ability to offer suggestions on word choice, coherence, and even topic development 
fosters a more interactive and responsive learning process (Warschauer et al., 2023). 

This type of real-time feedback introduces a key area of writing research—student 
engagement. Engagement, especially in the context of feedback, is crucial for effective learning 
outcomes (Zhang & Hyland, 2018). The more students engage with the feedback they receive, 
the more likely they are to improve their writing skills (Zhang & Yu, 2018). Feedback 
engagement involves not only responding to corrections but also actively processing and 
internalizing the information, leading to behavioral changes in writing practices (Ellis, 2010). 
With ChatGPT’s unique mode of interaction, the nature of this engagement shifts, prompting 
new considerations for how student writers interact with feedback from AI sources (Else, 
2023). 
 
Models of Feedback Engagement in Writing 
Engagement plays a critical role in understanding how students interact with learning tools and 
technologies, especially within writing contexts (Sulis, 2022). The emergence of AI tools like 
ChatGPT has expanded the concept of engagement, moving beyond traditional instructor 
feedback to include generative AI that offers instant responses, suggestions, and revisions in 
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real-time. In this framework, engagement refers to the degree to which students utilize, interact 
with, and gain benefits from AI tools like ChatGPT during their writing processes (Ellis, 2010). 
Fredricks et al. (2004) proposed a comprehensive engagement framework that conceptualizes 
engagement as a multifaceted construct consisting of three interrelated dimensions: behavioral, 
emotional (affective), and cognitive. This framework serves as a foundation for understanding 
student engagement in educational activities, including the integration of AI in writing (Cheng 
& Zhang, 2024). Behavioral engagement encompasses how students use tools like ChatGPT in 
their writing process, including the frequency of usage, specific purposes (such as idea 
generation or draft revision), and the incorporation of AI suggestions. Affective engagement 
pertains to students’ emotional reactions to using AI, assessing whether they find the tool 
helpful, motivating, or frustrating. Cognitive engagement focuses on the depth of students’ 
cognitive efforts in processing AI feedback and suggestions, highlighting whether they 
critically evaluate AI-generated content or passively accept it. 

Writing is fundamentally a self-directed and self-sustained activity, and the engagement 
with AI tools like ChatGPT represents a new area for research in educational technology (Han 
& Hyland, 2015). Ellis (2010) explored engagement within feedback contexts, outlining 
behavioral, affective, and cognitive dimensions that can also be applied to the use of AI tools. 
For example, behavioral engagement involves how students utilize AI-generated feedback 
during revisions, while affective engagement relates to their emotional responses to that 
feedback, including feelings of satisfaction or frustration. Cognitive engagement focuses on 
the depth with which students process and understand AI-generated responses and whether 
they meaningfully incorporate these insights into their writing. 

In AI writing contexts, the model proposed by Han and Hyland (2015) regarding 
engagement with written corrective feedback (WCF) offers valuable insights into how students 
might engage with AI feedback. Although their research centered on human feedback, the 
principles can be adapted to tools like ChatGPT (Han & Hyland, 2015). Behavioral engagement 
with ChatGPT could be assessed by the frequency with which students consult the AI, the 
extent to which they revise their work based on AI suggestions, and observable strategies such 
as rephrasing or restructuring. Cognitive engagement would involve how students process the 
outputs from ChatGPT, critically evaluating the relevance and appropriateness of the 
suggestions, and employing metacognitive strategies to self-regulate the integration of AI 
feedback. Finally, affective engagement could be reflected in students’ immediate emotional 
responses to the AI’s feedback, indicating whether they feel empowered or overwhelmed by 
the AI-generated recommendations. 
 
What is Missing in a ChatGPT Feedback Engagement Model 
However, these established models may not fully account for the unique nature of ChatGPT 
feedback engagement. First, ChatGPT’s feedback, particularly in earlier versions before 3.5, 
has been known to be inaccurate or misleading (Thorp, 2023). As a generative AI, ChatGPT is 
not infallible—it can occasionally “hallucinate,” or fabricate information, which presents a 
significant challenge to its credibility as a feedback provider. This unreliability raises the need 
for student writers to engage more critically with its suggestions, rather than accepting or 
rejecting them at face value (Else, 2023). 



Language Teaching Research Quarterly, 2024, Vol 43, 121-131 

Moreover, engaging with ChatGPT’s feedback requires more than the typical emotional, 
behavioral, and cognitive efforts. Since ChatGPT is not an Automated Writing Evaluation 
(AWE) tool, which primarily focuses on linguistic accuracy (Guo et al., 2022), it introduces a 
broader set of interactions. ChatGPT operates with artificial intelligence and can provide 
suggestions on style, tone, and content development that may not always align with academic 
writing conventions (Else, 2023). As such, student writers, especially those in the early stages 
of ESL learning, must engage more rigorously with ChatGPT’s feedback (Dong, 2024). They 
need to critically assess the transparency and accuracy of the feedback, carefully considering 
which suggestions to accept. 

Most importantly, ethical engagement emerges as a critical layer in this interaction. One of 
the risks associated with ChatGPT is the temptation for students to use the tool as a shortcut, 
asking it to generate entire text segments rather than revising their own drafts based on 
feedback, as pointed out by extensive studies (e.g., Javier & Moorhouse, 2023; McCallum, 
2023; Pack & Maloney, 2023; Vaccino-Salvadore, 2023). This bypasses the learning process 
and can raise serious ethical concerns about academic integrity. Indeed, Li (2023) emphasized 
the importance of teaching students to use ChatGPT responsibly, guiding them to treat it as a 
tool for learning rather than for completing assignments. This ethical dimension is crucial and 
distinguishes ChatGPT feedback engagement from other models of feedback interaction. 
 
Towards a Comprehensive ChatGPT Feedback Engagement Framework 
The limitations of current feedback models in addressing AI-generated feedback suggest the 
need for a new framework, one that integrates emotional, behavioral, cognitive, and ethical 
engagement, among others. While traditional models provide a foundation, they do not 
sufficiently account for the dynamic interaction between student writers and generative AI 
tools like ChatGPT (McCallum, 2023). Feedback engagement with ChatGPT is not simply 
about making corrections but also about critical thinking, responsible decision-making, and 
ethical judgment (Alexander et al., 2023; Wachter et al., 2021). 

Therefore, this reflection calls for future research to extend existing models of feedback 
engagement by incorporating additional layers that address the ethical complexities of using 
AI tools, such as ChatGPT, in education. Investigating how students emotionally, behaviorally, 
cognitively, and ethically engage with ChatGPT’s feedback is crucial for ensuring that the tool 
enhances learning without compromising academic integrity (Pack & Maloney, 2023). A 
comprehensive ChatGPT feedback engagement framework will guide educators and 
researchers in promoting responsible AI use, helping student writers develop not only linguistic 
proficiency but also critical and ethical awareness. 

A comprehensive framework for engaging with feedback from ChatGPT indeed possesses 
both theoretical and practical significance, given the potential challenges in face of using 
ChatGPT ethically and critically in context: over-reliance, potential plagiarism, and whether 
students are truly developing critical thinking skills alongside their use of AI (Shin & Lee, 
2023). 
 
Over-reliance on ChatGPT 
One of the primary challenges posed by ChatGPT in ESL writing is the risk of over-reliance 
(Jiang et al., 2023; McCallum, 2023). ESL students, especially those who struggle with 
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language proficiency, may be tempted to use ChatGPT as a crutch to generate ideas, correct 
grammar, or even produce entire passages of text (McCallum, 2023). While this may initially 
seem beneficial, it can lead to a dependency that hinders students’ development of independent 
writing skills (Jiang et al., 2023). The danger lies in students relying on ChatGPT to solve 
writing problems instead of engaging deeply with the process of drafting, revising, and 
reflecting on their own work. 

The ease of access to ChatGPT might encourage students to bypass important cognitive 
and emotional efforts necessary for learning, such as grappling with linguistic challenges, 
experimenting with sentence structures, or refining their argumentation (Jiang et al., 2023). As 
a result, their writing may become more polished on the surface but lack the depth and critical 
engagement that comes from independent problem-solving and revision. 
 
Potential Plagiarism and Academic Integrity 
Another significant ethical concern involves plagiarism (Warschauer et al., 2023). ChatGPT’s 
ability to generate sophisticated text quickly may tempt some students to pass off AI-generated 
content as their own work. This raises questions about academic integrity, as students could 
misuse the tool to complete assignments with minimal effort, rather than using it to enhance 
their learning. The boundary between acceptable use of AI for feedback and unethical use for 
content generation can be blurry, especially for students unfamiliar with proper citation 
practices or academic honesty guidelines (Vaccino-Salvadore, 2023). 

Institutions worldwide have taken varying stances on this issue. As previously discussed, 
cities like New York and Seattle in the U.S. have banned ChatGPT in schools, citing concerns 
about cheating. Similarly, academic institutions like the Paris Institute of Political Studies and 
the University of Hong Kong have implemented strict bans on the use of AI tools like ChatGPT 
without transparent citations. These measures highlight the ongoing struggle to define the 
appropriate role of ChatGPT in writing education and the need to maintain high standards of 
academic integrity. 
 
Critical Thinking and Student Independence 
A critical question that emerges from the integration of ChatGPT into ESL writing education 
is whether students are developing the necessary critical thinking skills (Javier & Moorhouse, 
2023). Writing is not just about producing text; it is also an intellectual process that requires 
analysis, evaluation, and synthesis of ideas. When students overly depend on ChatGPT to 
suggest corrections or generate content, they may not engage in the deep thinking required to 
understand and apply feedback effectively (Javier & Moorhouse, 2023). 

Li’s (2023) viewpoint underscored the importance of framing ChatGPT as an empowering 
tool rather than a shortcut. She emphasized that while students can benefit from the tool, 
educators must guide them to use ChatGPT in ways that enhance their critical thinking and 
creativity, rather than merely relying on it for convenience. This approach ensures that students 
retain ownership of their learning process and continue to develop as independent writers. 

Therefore, the challenges presented by ChatGPT highlight the need for a more nuanced 
understanding of feedback engagement in the context of AI tools. Traditional feedback models, 
which focus on behavioral, cognitive, and emotional engagement, may not be sufficient to 
address the specific challenges posed by AI in writing education. A key aspect missing from 
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these models is the ethical and critical dimension, which is increasingly critical as AI becomes 
more embedded in academic environments. 

Future research must focus on developing and refining engagement frameworks that 
incorporate ethical considerations specific to AI-generated feedback. Researchers should 
investigate how students engage not only with the suggestions provided by ChatGPT but also 
with the ethical implications of using these suggestions. For example, how do students decide 
when it is appropriate to accept or reject feedback from ChatGPT? Are they able to critically 
evaluate the accuracy and relevance of AI-generated responses, or do they follow these 
suggestions uncritically? Moreover, how can educators encourage students to use ChatGPT 
responsibly, ensuring that it supports their learning without compromising academic integrity? 

An expanded engagement framework for ChatGPT should include ethical, critical, 
emotional, cognitive, and behavioral dimensions, and future studies should explore how these 
layers interact. Such research could provide valuable insights into how AI tools can be 
integrated into ESL writing education in ways that promote critical thinking, student 
independence, and ethical responsibility. 

In essence, while ChatGPT holds great promise for transforming ESL writing education, 
its integration must be approached thoughtfully. Educators and researchers must address the 
challenges posed by over-reliance, plagiarism, and the potential erosion of critical thinking. By 
developing comprehensive engagement frameworks that account for these concerns, we can 
ensure that AI enhances rather than diminishes the quality of writing instruction and learning 
outcomes. 
 
Conclusion 
In summary, the advent of ChatGPT in ESL writing education presents both opportunities and 
challenges that require careful consideration. While it offers significant benefits, such as 
providing instant feedback and fostering student engagement, the ethical implications of its use 
cannot be overlooked. Concerns about over-reliance, plagiarism, and the potential for 
diminished critical thinking skills necessitate a nuanced approach to integrating ChatGPT into 
writing pedagogy. This reflection has emphasized the importance of framing ChatGPT not 
merely as a tool for convenience but as a catalyst for deeper engagement in the writing process. 
As educators, we must guide students in utilizing this technology in a manner that enhances 
their learning while maintaining academic integrity. Furthermore, there is an urgent need for 
future research to develop robust engagement frameworks that incorporate ethical 
considerations alongside emotional, cognitive, and behavioral dimensions. By addressing these 
multifaceted challenges, we can harness the potential of ChatGPT to enrich ESL writing 
education while fostering responsible and independent learners. 

Looking ahead, future research should prioritize the development of comprehensive 
frameworks that integrate ChatGPT into writing pedagogy while addressing its ethical, 
cognitive, and emotional dimensions. One key area for exploration is how ChatGPT affects 
students’ cognitive engagement in writing tasks. While the tool provides instant feedback, it 
remains unclear how such immediate responses impact the deeper cognitive processes involved 
in revision and reflection. Studies could investigate whether students, when using ChatGPT, 
engage more critically with feedback or if the convenience of AI-generated suggestions leads 
to superficial revisions. By assessing the long-term cognitive benefits or drawbacks of 
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ChatGPT use, researchers can offer valuable insights into how to best incorporate AI in writing 
education. 

Another important direction for research is the emotional dimension of ChatGPT feedback 
engagement. Feedback in writing is not just about technical corrections; it also influences 
students’ confidence, motivation, and emotional resilience. It is essential to investigate how 
students emotionally respond to AI feedback compared to traditional teacher feedback. For 
example, does ChatGPT feedback foster greater autonomy, or does it reduce students’ self-
efficacy by making them reliant on AI tools? Researchers could explore whether personalized 
approaches to integrating ChatGPT, such as balancing AI feedback with human guidance, 
mitigate potential negative emotional impacts while enhancing students’ emotional 
engagement with the writing process. 

Finally, future research should focus on the ethical implications of AI feedback in 
educational settings, especially concerning plagiarism, originality, and academic integrity. 
There is a need for empirical studies that examine how students navigate the ethical challenges 
posed by AI tools like ChatGPT. Specifically, researchers could explore the development of 
academic integrity awareness programs that accompany ChatGPT’s use, ensuring students 
understand the boundaries of acceptable assistance. Additionally, investigations into how 
instructors perceive the ethical use of ChatGPT in classrooms will offer critical insights for 
creating policies and guidelines that safeguard both academic standards and ethical behavior 
in writing education. By addressing these gaps, future studies can contribute to a more 
responsible and sustainable integration of AI technologies in ESL writing education. 
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