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Rater reliability, the consistency of marking across different raters 
and times, is one important component of reliability regarding the 
quality of test scores. It is essential regarding performance 
assessment, such as writing, when the fairness of assessment 
results can come into question due to the subjectivity when scoring. 
The present study, part of a larger-scale funded research project, 
aimed to study this overlooked area in the Omani context, i.e., the 
reliability in scoring the writing section of the final exams in the 
University of Technology and Applied Sciences (UTAS). More 
specifically, the study investigated the estimates of inter-rater and 
intra-rater reliability among 10 writing markers assessing 286 and 
156 students' writing scripts belonging to four levels of proficiency 
at three different levels of analysis: the whole writing tests, tasks 1 
and tasks 2, and the constituent criteria of both tasks. The results 
indicated a rather high value of inter-rater reliability and a 
moderate one for intra-rater reliability in general. However, when 
interpreted regarding raters' personal and background 
information, some low estimates shed light on the importance of 
factors influencing scoring consistency across different assessors 
and times. 
 

 
Introduction 
Writing clearly and effectively is essential in personal, academic, and professional areas. Due 
to its importance, it is a critical skill used in performance assessment in first and second 
language studies. Written tasks, such as paragraphs or essays, are a requirement in nearly all 
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standard language tests. These may include proficiency and achievement assessments at the 
college and university level. In Oman’s Universities of Technology and Applied Sciences 
(UTAS), written essays are required at all levels (i.e., 1-4). However, the rating of writing 
assessments is a complex endeavour. In both first- and second-language contexts, the 
subjectivity of rating has attracted a lot of attention.  
 
Raters must understand and use four important qualities to have the most accurate results for 
test takers. These qualities are validity, reliability, impact, and practicality (Bachman, 1990). 
Reliability, while an essential part of validity and a potential source for proof of construct 
validity, has been a difficult term to define. However, Jones (2012) suggested that reliability 
includes four essential ideas: consistency, error, generalizability, and dependability. In his 
opinion, a reliable test should consistently yield the same or similar results when used 
repeatedly, should ideally be free from errors with the variations in scores being primarily due 
to the measured ability and not other factors, should be able to reproduce the testing scenario 
in a manner that offers evidence, and should be reliable in terms of consistency in classification. 
 
The reliable rating of a set of written scripts is the essential standard at which scoring should 
be set. The assessment involves ensuring that various raters and ratings at different time points 
would result in consistent ratings for a group of students. The group of students would be rated 
on their writing ability regardless of the variability regarding student or task variation, 
individual circumstances, raters' characteristics or experience, and test issues. Along with this 
idea, rater reliability is a crucial concept to get consistent scores or marks. As of now, human 
ratings are used in rating written performances. However, humans are also a huge source of 
error based on their subjective ratings.  
 
There are two ways to look more closely at this problem of rater reliability: inter-rater and 
intra-rater reliability. The first one is concerned with the agreement on the rating of a 
performance by two different raters (Shohamy, 1983). When an assessment is given and rated, 
the ratings should be consistent regardless of which rater rates the performance. If this is true, 
then students will receive a reliable rating and will not be concerned with whom will mark their 
performance (Fulcher, 2003). Intra-rater reliability is a measure of the level of agreement when 
a single rater conducts numerous evaluations, as a component of rating consistency. When 
assessing a particular language performance, whether it be spoken or written, an examiner uses 
specific criteria, as outlined by Bachman (1990). When the rater consistently applies the same 
criteria to evaluate the language skills of various test takers, it leads to a reliable collection of 
ratings. 
 
Along with rater reliability, another source of concern is the rubrics of the assessments 
themselves (Nakatsuhara, Khabbazbashi, & Inoue, 2022). Rubrics are usually a set of levels 
with descriptive criteria at each level that are usually in a hierarchy. The learner is then 
measured and placed at each level depending on the descriptive criteria. At each level in the 
rubric, there are descriptors. These descriptors are what the assessment developers affirm to be 
rating or assessing (Fulcher, 1996; Davies et al., 1999). The majority of rubrics are created for 
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raters’ use to give an accurate rating for learner performance based on the level descriptors. 
These are called ‘examiner-oriented’ scales. 
 
The rating scale applied in UTAS, according to the current assessment policies, tends to be an 
analytic, multiple-trait scale with an ability focus. It is adopted and adapted from the one 
employed in IELTS. According to UTAS assessment manuals (2022), the construct of written 
performance encompasses a series of constituent micro constructs (i.e., task achievement, 
coherence & cohesion, task response, organization, lexical resources, grammatical range & 
accuracy). These are verbally described across different bands (i.e., 0-5 for levels 1-3 and 0-10 
for level 4).  
 
Ideally, there must be no problems with subjectivity with the clear-cut boundaries between the 
bands. However, it has proved not to be the case and, accordingly, there have been some 
inconsistencies in scoring. The evaluation appears to involve listing particular performance 
characteristics, but the evaluator typically leans towards making an overall, comprehensive 
assessment of performance, resulting in minimal counting or tracking of features or mistakes 
in most cases.  Separate ratings for each trait or descriptor are the underlying assumption when 
using the multiple-trait rating scale. Nevertheless, in actuality, the evaluator usually and 
inadvertently tends to form a singular opinion regarding the performance of a specific 
construct, such as ‘communicative ability’. The ability to focus is another trait of a rubric that 
will have descriptors that contain the skills needed for a test taker to complete the assessment 
successfully. These are usually also able to describe a successful task completion in a real-
world context. However, this could lead a rater to focus too much on real-world context and 
what an examinee can do rather than following the rubric descriptors. Finally, a rater may 
subconsciously evaluate performances based on the preceding and following performances 
instead of looking at the rating scales.  
 
Concerning the above-mentioned issues in scoring the examinees' writing performances, the 
researchers attempted to measure the inter-rater and intra-rater reliability of the examinees' 
writing performance at three different levels of analysis and to interpret the results in terms of 
the raters' personal characteristics and background information.  
 
Literature Review 
Varying features of this topic have been written about in the literature and a brief review 
follows. The reliability of written assessments and their ratings has been a difficult task for 
decades. With human raters, there will always be variation in what raters focus on and prefer 
when rating. Many factors are causing this variation (Kayapınar, 2014; Stuart, 2023). The 
problems of inter-rater/intra-rater reliability, the significant aspects affecting them, and their 
measurement have also been well-researched (Bachman, 1990; McNamara, 2000; Brown, 
2004; Luoma, 2004; Weir, 2005; Sak, 2008; Brown, 2011; Yen, 2016; Sureeyatanapas et al, 
2024). 
 
Language assessment in general and oral/written assessment in particular have been 
underrepresented in the studies done in Oman. Though partly related to the area of interest in 
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the current study, it is worthy of note that Al Hajri (2014), in her analysis of English language 
assessment in the Colleges of Applied Sciences in Oman, addressed inconsistency in carrying 
out assessment criteria. The writer talked about how important it is for the College of Applied 
Sciences (CAS) to have reliable assessment documents and the involvement of accreditation 
and quality assurance agencies in encouraging academic institutions to use reliable measures 
of achievement, as well as explaining the methods used to guarantee uniformity in applying 
these measures.  She mentioned that the English Department at CAS released three policy 
papers in 2009, 2010, and 2011, according to the standards for assessment uniformity and 
regulation. Each document indicated that they did not meet the criteria for giving accurate 
evaluations of student work. Many of these problems were due to the diverse levels and great 
workload of those in coordination positions (Al Hajri, 2014).  
 
The scarcity of studies concerning the topic in the Omani context in general and UTAS, in 
particular, necessitates a systematic exploration of reliability in writing tests. With these issues 
in mind, one can surprisingly find no prior research attempts addressing the critical issue of 
subjectivity in marking UTAS students’ written performance in Foundation courses despite its 
central role in test fairness and washback effect. Although several measures have been taken 
to minimize the sources of errors concerning raters’ variations, it is essential to explore inter- 
and intra-rater reliability in a more systematic and quantifiable way. Accordingly, the 
researchers addressed the issue by measuring rater consistency in a hierarchy of levels, 
beginning with the whole writing test, continuing with its two constituent sections (i.e., task 1 
and task 2), and ending with the micro constructs of the criteria (i.e., task achievement, task 
response, organization, coherence and cohesion, vocabulary/lexical resources, grammar/ 
grammatical range, and accuracy) (UTAS, 2022, pp 20-21).  
 
With this innovative and unprecedented methodology and following the objectives delineated 
in the previous part, the following tentative main questions with the follow-up ones were 
proposed and addressed: 
RQ1: Is the measure of inter-rater reliability at the UTAS writing test satisfactory? 
RQ2: Is the level of inter-rater reliability at the UTAS writing test satisfactory in task 1 and 
task 2? 
RQ3: Is the level of inter-rater reliability at the UTAS writing test satisfactory in the micro 
constructs of the criteria? 
RQ4: Is the measure of intra-rater reliability at the UTAS writing test satisfactory? 
RQ5: Is the level of intra-rater reliability at UTAS writing test satisfactory in task 1 and task 
2? 
RQ6: Is the level of intra-rater reliability at the UTAS writing test satisfactory in the micro 
constructs of the criteria? 
 
Method 
Concerning the research questions, one can see that the design of the present research is 
descriptive or non-experimental and correlational. This study applied a quantitative method. In 
the first stage, the researchers used the scores that the raters gave to different essays to analyze 
and investigate inter-rater consistency at three different hierarchical levels. In the second stage, 
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the raters’ evaluation of the same essays at two different times was employed to measure intra-
rater reliability at three different levels of hierarchy. Accordingly, different parts of the 
methodology, namely the subjects (statistical population), the materials (rating scales), the data 
collection procedure, and the data analysis are presented and discussed. 
 
Participants 
In line with the aims of this research project to estimate the level of inter- and intra-rater 
reliability on written English proficiency tests, 10 university teachers who were assigned to 
mark the writing scripts voluntarily participated in marking the final exam writing scripts 
independently. The raters’ demographic information is presented in the following table: 
 
Table 1 
Markers’ General Experience with Assessment 
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1 F NS 30 4.5 2 0 1 1 1 0 No Yes 
2 M NS 44 12 7 1 1 2 3 0 No No 
3 M NNS 34 10 1 0 1 1 0 0 No Yes 
4 M NS 50 15 12 2 3 2 3 2 Yes Yes 
5 M NNS 43 10 1 2 2 1 1 0 Yes Yes 
6 M NNS 28 2 1 2 1 1 1 0 Yes Yes 
7 M NS 33 3.5 2.5 3.5 3.5 3.5 3.5 0 Yes Yes 
8 M NNS 53 31 22 9 9 5 12 0 Yes Yes 
9 F NNS 50 25 2 1 1 1 1 0 Yes Yes 
10 F NS 62 7 7 4 1 1 5 0 Yes Yes 
  

Avg: 43 12 5.8 2.45 2.35 1.85 3.05 0.2 70% Yes 
30 % No 

90% Yes 
10% No 

 
The distribution of the examinees across the four levels of proficiency can also be seen in the 
following tables: 
 
Table 2 
Examinees’ Levels 1 – 4 (Inter-rater Reliability) 

 Group 1 Group 2 Group 3 Group 4 Group 5 Group 6 Total 
Level 1 13 - - - - - 13 
Level 2 28 19 29 24 23 28 151 
Level 3 24 20 25 12 - - 81 
Level 4 19 22 - - - - 

Total 
41 

286 
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Table 3 
Examinees’ Levels 1 – 4 (Intra-rater Reliability) 

 Group 1 Group 2 Group 3 Group 4 Group 5 Group 6 Total 
Level 1 6 6 - - - - 12 
Level 2 12 12 12 12 12 12 72 
Level 3 12 12 12 12 - - 48 
Level 4 12 12 - - - - 

Total 
24 

156 
 

Instruments 
The raters who participated in the study used four assessment booklets as reference while 
marking the scripts. They include all detailed test specifications: writing learning outcomes, 
exam elements (format, time, the number of tasks, time, expected answer, mark assignment, 
and penalty), the corresponding learning outcomes, writing marking criteria (i.e., task 
achievement, task response, coherence and cohesion, lexical resource, grammatical range and 
accuracy), detailed marking writing rubrics for the two tasks, marking procedure for the 
midterm exam and final exam (UTAS, 2022, pp. 20-22).  
 
Procedures 
The writing component, lasting for 60 to 70 minutes depending on the level, consists of two 
academic-focused tasks; Writing Task 1 and Writing Task 2. It is suggested that about 20 
minutes be spent on Task 1. The first task is more prescriptive as it gives students a finite 
number of items that must be included in their responses. Each level has different tasks that 
could include writing an email, an incident report, a chart, or a table description. On the other 
hand, the second task usually requires the candidate to write an organized paragraph or essay 
(depending on the level). Task 2 should take about 40 minutes. The candidates are assessed on 
their ability to follow a paragraph or essay structure on a standard academic topic. 
In task 1, test takers are assessed based on the following criteria: 1. Task fulfilment 2. 
Organization/coherence and cohesion3. Vocabulary/lexical resources 4. 
Grammar/grammatical range and accuracy. In task 2, test takers are assessed based on the 
following criteria: 1. Task response 2. Organization/coherence and cohesion 3. 
Vocabulary/lexical resources 4. Grammar/grammatical range and accuracy. It is worthy of note 
that the terms used to refer to the criteria differ across different levels. For instance, the terms 
coherence and cohesion are used for the level 4 rubric while the term organization is employed 
in those of levels 1, 2, and 3 (UTAS, 2022). 
 
Concerning the estimation of inter-rater reliability, emails were sent to the markers after the 
exam, giving them instructions about what was expected from them.  More specifically, the 
researchers thanked the participants for their support with the research data collection 
procedure. They were told to use the blind marks of Marker 1 and Marker 2 sheets while 
marking the writing papers for the foundation exams. They were also reminded that this would 
not be the moderated marks that they agreed upon. In other words, they had mark sheets given 
to them as they began marking. It was emphasized that they should mark as they normally 
would and give the researchers the blind mark sheets before they moderate together. Finally, 
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they were ensured that all records would be kept confidential, anonymous, and used for 
research purposes only. The mark sheets including the raters’ names and their marks across the 
two tasks and criteria were duly collected after administering the exam by taking the maximal 
measures to observe the blind marking policy.  
 
The procedure for the second stage, intra-rater reliability, lasted for six months. Six papers 
from each marker’s rated papers were chosen to be marked again by the same rater after five 
months. It is worthy of note that the papers were selected from low-, average- and high-
achievers and were copied with personal details and marks eradicated. The emails were sent to 
the markers, and they were asked to mark the selected papers again.  
 
Data Analysis 
The correlation coefficient is a statistical tool employed to assess the connection between two 
variables and can be used to calculate rater reliability (Luoma, 2004). To do this, data was 
gathered which included scores from a test, scores from two assessors, and scores from one 
assessor at two different time points. The sets of scores came from the same test and test-takers, 
but two different raters and two different times. Out of the possible ways to calculate the 
correlation between the two sets of scores, Pearson r was employed to calculate both inter- and 
intra-rater reliability after the tabulation of the resultant scores in Excel sheets. The obtained 
scores were coded in the three levels of the whole test, task 1 and task 2, and the marking 
criteria (e.g., task achievement) mentioned above. 
 
Results 
The calculations of correlation values were done for the whole tests, tasks 1 and 2 across 
different levels and groups, the results of which can be observed in Table 4.  
 
Table 4 
The Correlation Estimates of the Whole Tests, Tasks 1 and Tasks 2 across Different Levels and 
Groups 

Level Group Total Task 1 Task 2 
1 1 0.9 0.74 0.94 
2 1 0.31 0.34 0.42 
2 2 0.87 0.59 0.88 
2 3 0.79 0.9 0.81 
2 4 0.81 0.81 0.79 
2 5 0.97 0.97 0.98 
2 6 0.97 0.95 0.98 
3 1 0.81 0.74 0.89 
3 2 0.76 0.64 0.87 
3 3 0.86 0.78 0.79 
3 4 0.45 0.72 0.22 
4 1 0.94 0.89 0.98 
4 2 0.76 0.72 0.84  

Mean 0.78 0.75 0.80 
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The average overall correlation agreements between the two raters were 0.78, 0.75, and 0.80 
for the whole tests, tasks 1 and tasks 2, respectively. Based on Table 4 above, the findings show 
that the rating, in general, was reliable and there were good agreements between the raters as 
they awarded similar marks to the students. Concerning the third level of inter-rater reliability 
estimation, the resultant data can be observed in the following table. 
 
Table 5 
Correlations between Different Criteria of Rubrics 

Level Group Task 1 Task 2 
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1 1 0.89 0.77 0.71 0.61 0.79 0.84 0.91 0.83 
2 1 0.25 0.38 0.30 0.24 0.48 0.73 0.34 0.44 
2 2 0.79 0.93 0.70 0.90 0.85 0.82 0.82 0.89 
2 3 0.56 0.60 0.66 0.65 0.61 0.76 0.49 0.54 
2 4 0.80 0.73 0.72 0.77 0.79 0.75 0.79 0.80 
2 5 0.86 0.96 0.86 0.97 0.80 0.77 0.91 0.66 
2 6 0.88 0.86 0.87 0.83 0.71 0.89 0.86 0.93 
3 1 0.69 0.44 0.67 0.73 0.82 0.79 0.72 0.81 
3 2 0.40 0.53 0.27 0.38 0.89 0.60 0.58 0.66 
3 3 0.54 0.55 0.60 0.54 0.75 0.87 0.62 0.67 
3 4 0.70 0.21 0.63 0.75 0.27 0.05 0.05 0.26 
4 1 0.74 0.62 0.76 0.76 0.87 0.93 0.92 0.92 
4 2 0.70 0.74 0.71 0.74 0.87 0.85 0.70 0.65 
 
 

Mean 0.68 0.64 0.65 0.68 0.73 0.74 0.67 0.70 

 
As can be seen, most of the values show that the agreement between raters is high and 
statistically significant. However, the estimates are comparatively lower than those of the first 
two levels (i.e., the whole test and tasks 1 and 2). Concerning the measures of intra-rater 
reliability, the researchers employed three levels of analysis like the ones used in the inter-rater 
reliability. The results of the first two levels, the whole test, tasks 1 and 2 can be observed in 
Table 6. 
 
According to the table, the estimates indicate significant correlations between the two ratings 
of the same marker. However, there are lower measures in comparison to those of inter-rater 
reliability. The correlation estimates of the third level of analysis, different criteria of the 
rubrics, are presented in Table 7.  
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Table 6 
The Correlation Estimates of the Whole Tests, Tasks 1 and Tasks 2 across Different Levels and 
Markers 

Level Marker Total Task 1 Task 2 
1 1 0.76 0.67 0.79 
1 2 0.79 0.79 0.74 
2 1 0.74 0.68 0.78 
2 2 0.76 0.75 0.73 
2 3 0.58 0.63 0.13 
2 4 0.44 0.50 0.67 
2 5 0.56 0.48 0.48 
2 6 0.43 0.58 0.74 
3 1 0.72 0.70 0.74 
3 2 0.72 0.71 0.67 
3 3 0.61 0.67 0.70 
3 4 0.68 0.65 0.59 
4 1 0.61 0.56 0.56 
4 2 0.68 0.49 0.62  

Mean 0.64 0.63 0.63 
 
Table 7 
Correlations between Different Criteria of Rubrics  

Level Marker Task 1 Task 2 
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1 1 0.58 0.61 0.54 0.53 0.88 0.88 0.76 0.78 
1 2 0.78 0.78 0.78 0.78 0.68 0.75 0.76 0.77 
2 1 0.64 0.67 0.68 0.33 0.46 0.47 0.31 0.41 
2 2 0.75 0.79 0.74 0.66 0.74 0.77 0.67 0.72 
2 3 0.45 0.37 0.56 0.47 0.55 0.45 0.45 0.33 
2 4 0.44 0.50 0.40 0.61 0.56 0.55 0.64 0.60 
2 5 0.41 0.55 0.44 0.56 0.45 0.56 0.45 0.66 
2 6 0.54 0.60 0.56 0.67 0.56 0.45 0.54 0.76 
3 1 0.57 0.67 0.47 0.76 0.62 0.56 0.56 0.77 
3 2 0.58 0.60 0.59 0.70 0.60 0.61 0.59 0.78 
3 3 0.61 0.56 0.56 0.80 0.45 0.46 0.56 0.76 
3 4 0.59 0.62 0.60 0.82 0.45 0.67 0.76 0.80 
4 
4 

1 
      2                
 

0.55 
0.60 
 

0.60 
0.56 

0.58 
0.61 

0.76 
0.77 
 

0.54 
  0.55 

0.60 
0.59 

0.59 
0.70 

0.75 
0.68 
 

 Mean 0.57 0.61 0.58 0.66 0.58 0.60 0.60 0.68 
   
Despite the significance of agreement between the two ratings in most cases, the estimates at 
the third level are lower in comparison to those of the first two levels. The lowest agreement 
can be seen in task achievement due to the vagueness of the criterion in the rubrics. 
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Interestingly, the second lowest agreement was related to grammar due to the differences 
between an NS’s and an NNS’s conceptualization of the criterion. In contrast, a relatively 
higher agreement existed in the assessment of vocabulary. 

 
Discussion 
According to the results concerning inter-rater reliability, the average estimates demonstrate 
high-reliability values. However, there can be observed very few cases where the agreement 
between the raters was low. This can be due to several factors to be discussed later. Out of the 
three averages shown in the results, the highest one belonged to task 2 while that of task 1 had 
the last ranking. This may indicate that the scoring became more reliable as the raters proceeded 
from task 1 to task 2. In other words, the inferences made by the raters about the examinees’ 
performance become progressively more accurate and reliable.  
 
The disagreement among raters, though very low, could be due to inaccuracy and 
inconsistencies in marking as raters have varying experience in teaching and marking writing 
at the tertiary level in general and UTAS in particular. Regarding the raters’ personal 
information and linguistic, academic, and social background, it can be claimed that the sample 
adequately represents the population as it includes raters of different ages (i.e., 28-62), 
linguistic backgrounds (i.e., NS/NNS), genders, teaching and marking experience at tertiary 
level inside and outside of UTAS, IELTS/TOEFL marking experience and assessment training 
experience. Despite the differences, the association between the two raters would be considered 
statistically significant by normal standards. In other words, inter-rater consistency estimates 
are higher than what the researchers expected, indicating that the inferences made about the 
examinees’ writing performance were probably accurate and reliable. 
 
The results of the third level of analysis indicate that measuring inter-rater reliability at 
different levels can give us more accurate ideas about rater consistency. Furthermore, the 
obtained means demonstrate that the similar micro constructs (e.g., grammar) steadily rose 
from task 1 to those of task 2. This can be indicative of the fact that the inferences made by 
raters become progressively more accurate as the raters proceed from task 1 to task 2.  
 
At this level, the raters' personal characteristics and background information contributed more 
to the differences between their assessment of the examinees' performance. In this regard, more 
experienced raters (e.g., level 2, group 5) show the highest agreement. The pairing of NS raters 
resulted in more agreement about task achievement and organization (e.g., level 2, group 6) 
while pairing of an NS and an NNS as raters led to wide differences in terms of grammar (e.g., 
level 3, group 2). According to the results, there seems to be more agreement when both 
members of the pairs are male or female (e.g., level 1, group 1). 
 
Concerning the results of intra-rater reliability, there were more cases where the agreement 
between the two ratings were lower than .5 and, accordingly, the raters’ rating was not reliable 
(e.g., level 2). Interestingly, the highest agreement belonged to level 1 raters, while the lowest 
ones were observed among level 2 teachers. Like the findings concerning inter-rater reliability, 
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varying experience in teaching and marking writing at the tertiary level in general and UTAS 
in particular was the main cause of disagreement. In contrast to the estimates of inter-rater 
reliability, not a high level of variation among markers was observed while moving from task 
1 to task 2. 
 
When it comes to the third level of the analysis in the second stage, the lowest agreement can 
be seen in task achievement due to the vagueness of the criterion in the rubrics. Interestingly, 
the second lowest agreement was related to grammar due to the differences between an NS’s 
and an NNS’s conceptualization of the criterion. In contrast, a relatively higher agreement 
existed in the assessment of vocabulary. 
 
The findings of the study demonstrate that more attention should be paid to the pairing of raters 
by considering the differences between them. This needs a more considerate arrangement of 
raters according to influential factors such as experience, age, gender, ethnicity, etc. The other 
possible factors that can contribute to the differences between the raters can be the evaluator’s 
severity or leniency, social and linguistic background, prior training in assessment, NR/CR 
orientation, teaching and rating experience, fatigue, adherence to rubrics’ criteria, work 
pressure for deadline and responsibility for accuracy (Yen, 2016). More specifically, the raters’ 
reading styles, scoring methods, and the differences between the reading order are among other 
elements that can affect raters’ evaluations of examinee performances.  
 
It is worthy of note that some raters seem to be equally aware of all the criteria while others 
seem to prioritize more on one or two of the criteria. This can be because the rating scales need 
to be clarified in terms of vague terms by extra training, multiple marking, and consensus 
moderation to reduce inconsistencies. This can be organized by appointing an experienced 
colleague as a chief examiner (CE). 
 
The assessment workshops and training sessions are currently perceived to be less effective 
than expected in reducing the sources of error threatening the reliability of the tests. This is 
reflected in the informal talks among English teachers as they regard the sessions as a waste of 
time. The number of workshops held for the lecturers should be increased. More importantly, 
the quality of these sessions should also be improved to reduce the inconsistencies in scoring 
the learners’ written performances.  
   
Conclusion 
Regarding the findings of the study, it can be concluded that the rater consistency in UTAS 
writing exams is relatively high, indicating that the agreement between the raters is noticeable. 
However, there seem to be more observable differences between raters when the other levels 
of consistency are also examined. This means that the differences between raters in terms of 
personal characteristics and linguistic/academic background can account for the differences 
between the inferences made and the resultant low estimates of inter-rater reliability at different 
levels of analysis. 
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English as the only official foreign language within the Sultanate of Oman enjoys a unique 
status as it is taught in most government schools from the first grade, is the dominant medium 
of instruction at the tertiary level, and is in great demand by the job market. Given this, there 
should be efforts to standardize the rating of students’ written performance and reduce the 
inconsistency in the administration and marking of such exams. This endeavour aimed to study 
the inter-rater reliability measures in UTAS quantitatively to shed light on the current situation. 
This analysis helps the decision-makers at all levels to seek possible problems and solutions. 
Future studies can focus on replicating the current study by choosing samples from the other 
branches of UTAS to see whether the results are confirmed or rejected. In addition, the other 
form of reliability, intra-rater reliability, can be considered and examined regarding raters' 
backgrounds. Chiefly, the factors contributing to the rater consistency can be investigated to 
help increase the reliability of inferences made by the assessors. 
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