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Abstract 
This study conducts a comprehensive quantitative evaluation of OpenAI's language model, ChatGPT 4, for 
grading Task 2 writing of the IELTS exam. The objective is to assess the alignment between ChatGPT's grading 
and that of official human raters. The analysis encompassed a multifaceted approach, including a comparison of 
means and reliability measures such as Cohen's weighted kappa and intraclass correlation. The results revealed a 
high agreement in means and substantial reliability between the two grading methods on the level of the majority 
of texts. However, individual discrepancies and outliers were also identified, underscoring the nuanced nature of 
grading. While ChatGPT demonstrated efficiency and general alignment with human grading, the study 
concludes that it should not replace human judgment, particularly due to these observed inconsistencies. The 
findings contribute valuable insights into the potential and limitations of AI in educational grading and emphasize 
the importance of a comprehensive quantitative evaluation. 
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Introduction 
Artificial Intelligence (AI) has significantly impacted various sectors, including education, 
revolutionizing learning, curriculum design, autonomy and even assessment methods across 
disciplines (Talan & Kalinkara, 2023; Wang et al., 2023). AI's potential has opened new 
avenues, particularly in language learning and teaching, which is being increasingly explored 
across the globe (Fitria, 2021; Luo, 2022). The advent of automated essay scoring (AES) 
systems, which harness machine learning and natural language processing techniques, offers 
the potential for immediate feedback, reduces manual scoring burdens, and maintains scoring 
consistency which does away with the subjectivity and biases that human raters might have 
(Ludwig et al., 2021). This paper focuses on the International English Language Testing 
System (IELTS), a globally recognized English proficiency test, and explores the potential role 
of a specific AI model or LLM (Large Language Model), OpenAI's ChatGPT 4.0, in assessing 
IELTS Writing Task 2.  

Holding a significant position in the global context, IELTS serves as a benchmark for 
English proficiency among non-native English speakers. It is widely accepted by universities, 
employers, and immigration authorities worldwide (Read, 2022). The exam is structured into 
four sections: Listening, Reading, Writing, and Speaking, with the Writing section, specifically 
Task 2 (essay writing), being considered among the most challenging parts of the test because 
of its academic nature.  

Traditionally, IELTS assessments are conducted by human examiners from Cambridge 
Assessment English, i.e. the official body that grades all the IELTS exams worldwide, 
following a detailed rubric (Writing Band Descriptors, 2023). Despite successfully deploying 
a range of assessment techniques, teachers, including examiners, often express a lack of 
confidence in their knowledge of assessment (Berry et al. 2019). Moreover, this process is 
subject to human bias and error and can be time-consuming, raising questions about its 
efficiency and consistency (Shirazi, 2019). 

In contrast, AI technologies, such as ChatGPT 4.0, a state-of-the-art language model 
developed by OpenAI, have shown potential in various educational applications, including 
AES (Woo et al. 2024). ChatGPT 4.0 has demonstrated remarkable capabilities in 
understanding and generating human-like text, raising the intriguing possibility of employing 
AI models for language assessment tasks, and potentially offering a more efficient and 
consistent grading system. It is able to generate high-quality responses to human input and can 
self-correct based on subsequent conversations (Qin et al. 2023). As highlighted by Kumar and 
Boulanger (2020), deep learning has shown promise in automated essay scoring, providing 
personalized, formative, and fine-grained feedback to students. In fact, the TOEFL test, 
provided by ETS, is also being graded by using their own AI system when it comes to the 
speaking section (Xi et al. 2008) and the writing section (Chen et al. 2017). However, the 
reliability and accuracy of AI Large Language Models in assessing language proficiency tasks, 
specifically the IELTS essay, remains an open question that creates a gap in the literature. This 
research aims to fill that gap by addressing the following question: 
RQ: How reliable is ChatGPT 4.0 in assessing IELTS essays in comparison to real official 
raters?  
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Automated Grading Systems in EFL 
The evolution of automated grading systems has been marked by significant advancements in 
technology. An early example includes the automated language proficiency test assembly 
system introduced at the Lackland Air Force Base Defense Language Institute English 
Language Center, which laid down the foundation of modern AES systems (Henning et al., 
1994). These systems continued developing to reach adaptive English reading programs, 
indicating a place for technology in EFL education, especially among young students (Shamir 
& Johnson, 2012). Current applications in EFL include various methodologies and algorithms, 
such as corpus tools that contribute to EFL writing (Lai, 2015).  

Automated grading systems offer several benefits in EFL, including improved consistency, 
efficiency, and the ability to handle large volumes of assessments (Palmer et al., 2002). they 
have evolved to become an essential part of modern language assessment. However, challenges 
and drawbacks such as biases, limitations and the need for alignment with human grading 
standards (Celik et al., 2022; Zhao & Huang, 2020) do exist.  

Recent studies have further advanced the field of automated grading systems. For instance, 
studies by Liu (2012) and Smith et al. (2020) highlighted the significant improvements in the 
accuracy and reliability of automated grading systems due to advancements in natural language 
processing (NLP) and machine learning. Their findings indicate that modern automated 
grading systems can handle nuanced linguistic features more effectively introducing a new era 
of NLP-based systems, which is crucial for assessing EFL learners. Moreover, these systems 
are even more beneficial in settings where large volumes of student work need to be assessed 
consistently and efficiently, leaving educators with a reduced workload allowing them to focus 
more on more human-oriented tasks such as personalized instruction and scaffolding for their 
students since the reality of large classes make manual grading an impractical and time-
consuming endeavor. Using NLP/Machine learning-based systems was the start of using AI in 
this capacity. 

Despite these advancements, bias and fairness remain significant concerns in automated 
grading systems. A study by Devi et al. (2023) explored the ethical implications of using AI 
for grading, learning and teaching, emphasizing that biases in training data can lead to unfair 
assessments. Leaving the answer to this dilemma open for the coming years of research. It is, 
then, recommended to continuously monitor and update AI models to mitigate these biases and 
ensure fair treatment of all students. 
 
Artificial Intelligence in Language Proficiency Education and Testing 
The integration of AI models in English as a Foreign Language (EFL) education has become 
increasingly prominent (Jiang, 2022; Marzuki et al., 2023). AI-driven tools have been used to 
automatically assess the quality of learners' compositions, providing feedback on their 
performance and assisting in grading (Wu, 2023). Furthermore, Automated Writing Evaluation 
programs, which employ AI technologies such as machine learning and natural language 
processing, have been widely implemented in EFL writing instruction (Gayed et al., 2022). 
Perhaps more importantly, AI Automated Essay Scoring systems for high-stakes language 
proficiency tests such the TOEFL have emerged as an aid in verifying the reliability of manual 
scoring and reassessing essay quality when needed (Chodorow & Burstein, 2004). In fact, the 
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use of AI in language proficiency testing has also been linked to the need for more precise 
estimates of English language proficiency across various domains (Powers & Powers, 2014). 

Thus, AI's role in language proficiency testing, particularly in the context of EFL, 
represents a dynamic and evolving field. While offering innovative solutions and enhancing 
the accuracy and efficiency of assessments, AI also presents challenges that must be carefully 
navigated. The Duolingo English Test, for instance, has revolutionized the testing landscape 
by integrating AI and machine learning at every step with a huge amount of research backing 
up its accuracy and validity (Ye, 2014; Maris, 2020). This approach allows for adaptive testing, 
which adjusts the difficulty of questions based on the test-taker’s performance, providing a 
more personalized and accurate assessment of language skills (Settles & LaFlair, 2022). 

On the other hand, AI-driven tools such as ChatGPT and other LLMs offer personalized 
learning experiences by adapting content to individual proficiency levels and learning styles. 
These tools generate feedback on various aspects of language proficiency, including 
pronunciation, grammar, and vocabulary, which helps learners improve more effectively 
Moreover, AI-powered systems minimize human subjectivity and provide more objective 
assessments. AI can analyze large datasets and identify patterns, ensuring consistent and 
reliable evaluations. This reduces the potential for bias and inconsistency that can occur with 
human graders (Austin et al., 2023). 

AI's role extends to spoken language assessment through advanced speech recognition 
technologies that evaluate pronunciation, fluency, and intonation. Additionally, AI systems 
enhance test security by detecting and preventing cheating, ensuring a fair testing environment 
(Isbell et al., 2023). 

These systems integrate various AI technologies such as natural language processing 
(NLP), machine learning, and pattern recognition to evaluate student responses consistently 
and impartially. The conceptual framework for these systems is built on several key 
components: data collection, analysis, feedback generation, and continuous improvement 
(Cuayáhuitl et al., 2019).  
 
IELTS as a Tool for EFL Assessment 
The International English Language Testing System (IELTS) is a globally recognized tool for 
assessing English proficiency. It serves various purposes, including assessing English language 
skills for academic and professional purposes and controlling immigration, though these 
purposes may sometimes be incompatible (Chaloff & Lemaître, 2009). It is so influential that 
it has been suggested as a necessary addition to English language curriculum and modern 
teaching methods (Al-Mously et al., 2013). 

The IELTS Writing section, specifically Task 2 (Essay Writing), is a critical component of 
the assessment. It evaluates test-takers' ability to present ideas, support arguments, and use 
language effectively. This is quite clear in the rubric of Writing Task 2 provided by Cambridge 
Assessment (Writing Band Descriptors, 2023). Moreover, the grading criteria and rubrics used 
in IELTS not only serve as tools for evaluation but also guide curriculum design and teaching 
methodologies. 

The role of IELTS in EFL education extends beyond mere assessment. Higher IELTS 
marks at entry have been found to translate into higher grade point averages (GPAs), indicating 
its influence on academic performance (Thorpe et al., 2017). Even with its shortcomings in 
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relation to ensuring the reliability, validity, fairness, grading and the broader social, economic, 
and political dimensions of international high-stakes English language testing (Hall, 2010), it 
is still one of the most popular exams in use today with a recognition of 11000 organizations 
(Read, 2022). Moreover, research on the washback effect of IELTS—how the test influences 
teaching and learning—reveals both positive and negative impacts. A study conducted in Japan 
found that while IELTS preparation can motivate students and provide clear language learning 
goals, it can also lead to anxiety and a narrow focus on test-taking strategies rather than broader 
language competence (Allen, 2016). This underscores the need for balanced preparation 
strategies that incorporate both test-specific skills and general language development. Due to 
the worldwide recognition of this examination and its importance in global education, there is 
a demand for dependable and effective automated essay-evaluation systems for assessing the 
writing section. These systems have the potential to replace or at least aid human scoring 
efforts, thereby reducing manual labor involved in the process. 
 
Methods 
Research Design 
This research employs a quantitative approach for its analysis. The correlation and alignment 
between the grades generated by ChatGPT 4 and those given by official human raters. This is 
done in order to evaluate whether ChatGPT’s scores are adequately reliable. 
 
Instruments 
There was no specific instrument that was used in this study, the official grades are based on 
the rubric provided by IELTS Assessment (Writing Band Descriptors, 2023). Furthermore, the 
grades generated by ChatGPT are based on its internal rubric, shown in Appendix A.  
 
Participants and Data Collection 
The data corpus comprises 55 writing samples taken from real examinations, thus ensuring 
their authenticity. These samples were sourced from three publicly accessible sources: the 
IELTS IDP website (IELTS Test Preparation & Practice Materials, n.d.), the official IELTS 
website (Sample Test Questions, n.d.), and the Cambridge IELTS Exam Practice series 
(Cambridge Press & Assessment, n.d.). The samples are completely anonymized and no 
personal or demographic information of the participants is revealed. The choice for the 
convenience sampling of 55 samples was dictated by the availability of public data i.e. there 
are no other available samples accessible to the general public. There are, however, many 
websites that have “sample answers” that were generated and graded by those who run the 
websites (Braveman, n.d.); these will not be suitable in this case. In other words, these are 
unofficial sources and might prove detrimental to the reliability of the study since the official 
grades are considered the gold standard for the investigation. Thus, only official samples were 
used.  

To facilitate data analysis, Optical Character Recognition (OCR) technology was employed 
to scan the documents and extract raw texts from the aforementioned sources (Hamad & Kaya, 
2016). This process enabled the extraction of the examination questions, candidates' responses, 
their scores, and the human raters' comments on each text, all of which were subsequently 
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compiled into an Excel database. The researcher revised all of the extracted text and ascertained 
that they are identical to the original.  
 
Procedures 
Each text was individually inputted into ChatGPT 4, preceded by the prompt: "Act as an official 
IELTS examiner. I will send you a text written by a student in relation to writing Task 2. You 
have to give me an accurate grade according to the IELTS rubric for Task 2. The question is: 
[question]. The text is: [the candidate's essay]". The bracketed words were replaced with the 
actual data from the database i.e. the essays written by the candidates and the questions in the 
test sample. ChatGPT's output, which included an analysis and an overall score, was then added 
to the Excel database. It is worth noting that the assessment took place in a new “chat” that did 
not have previous conversations to minimize hallucinations (Alkaissi et al. 2023) which are 
inaccuracies that ChatGPT start fabricating regardless of the data it was provided to it. In 
ChatGPT, opening a new “chat” is akin to wiping out the history of the conversation and 
starting from scratch. Also, the same prompt was always used to ensure consistency. Also, as 
seen in the prompt, the researcher has mentioned the rubric because ChatGPT has a version of 
the IELTS rubric, or at least a very similar one, in its database. When asked “In a table, provide 
the rubric of the writing Task 2 of the IELTS exam”, it provided a very accurate rubric albeit 
less detailed than the official one. The rubric can be seen in Appendix A. 

Lastly, at first glance, the corpus itself might seem to be of a limited proficiency range i.e. 
the vast majority of the scores are between 4 and 8. In this context of the IELTS exam, this 
phenomenon is not uncommon and is, in fact, representative of the broader population of test-
takers since according to data provided by IELTS.org (Demographic Data, 2022), an 
exceedingly small proportion of individuals who participate in the IELTS exam achieve scores 
above 8 or below 4. This distribution has consequently shaped the composition of the sample 
utilized in this study, reflecting a realistic and, hopefully, representative spectrum of 
proficiency levels.  
 
Data Analysis 
Upon the completion of data collection, JASP was used to analyze the grades generated by 
human raters and those produced by ChatGPT. Three different tests were run by JASP in order 
to compare the two sets of scores: a Wilcoxon test which is a non-parametric equivalent to the 
t-test to compare the means of each data set (Rosner et al., 2005), an intra-class correlation 
(ICC) test to assess the agreement between human raters and ChatGPT scores as it was 
similarly used in other studies (Khademi, 2023), and a Rater agreement test to examine the 
consistency of identical scores among the two sets of scores (Mancar & Gülleroğlu, 2022), 
specifically Cohen’s Kappa which is used to measure rater reliability that takes chance into 
consideration. (McHugh, 2012).  

Finally, The Noteable platform was employed in this study to enhance the analytical 
process, serving as a tool for data visualization and representation. It uses Python in order to 
calculate and map out charts accurately (Embarak, 2018). It was used to generate charts of 
comparative data. Moreover, it is crucial to acknowledge that, according to the standard 
practice adopted by Cambridge Assessment Services, student scores are conventionally 
rounded up to the nearest half (Understanding and Explaining IELTS Scores, n.d.) i.e. if a 
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student’s score is (7.25), it is rounded to (7.5). However, in the context of this study, ChatGPT 
recommended to round up at times and round down at others. If the scores were always rounded 
up, as the standard practice suggests, it could potentially skew the results and misrepresent the 
accuracy of ChatGPT's scoring. Thus, the researcher adhered to the rounding recommendations 
proposed by ChatGPT, whether upward or downward, to ensure a more precise evaluation and 
representation of its performance. 
 
Results 
The grades at hand are not normally distributed as the P-value was (0.016) on the Shapiro-Wilk 
test of normality (Ghasemi & Zahediasl, 2012). Thus, all the performed tests are non-
parametric tests. The comparison of the grades assigned by ChatGPT and the official IELTS 
assessors revealed an, unusually, perfect alignment in the mean, with both ChatGPT and the 
official assessors assigning a mean grade of (6.027) and a standard deviation of (1.136) for the 
Official grades compared to (1.087) for ChatGPT grades. This also resulted in an incredibly 
high P-value of (0.91) in the Wilcoxon test comparing the two set of grades. The second test, 
the Intraclass Correlation Coefficient (ICC) test, offers a more nuanced assessment by 
quantifying the consistency or agreement between two sets of grades (Shrout & Fleiss, 1979). 
Specifically, it measures how strongly the grades assigned by ChatGPT resemble the grades 
assigned by official human assessors across the same subjects/texts. A high ICC value would 
indicate strong agreement (Koo & Li, 2016).  

The Intraclass Correlation Coefficient (ICC) test conducted on the grades assigned by 
ChatGPT and the official human assessors yielded a point estimate of (0.814), with a 95% 
confidence interval ranging from (0.702 to 0.887). This ICC value suggests a high degree of 
agreement between the two sets of grades, suggesting that ChatGPT's grading aligns closely 
with that of human raters at the individual level. The confidence interval further reinforces this 
finding, as the entire range falls within the bounds that signify strong agreement. This can be 
seen clearer in Figure 1 which complements this statistical analysis by providing a visual 
representation of both the distribution and individual grades. The individual scatter points 
reveal the alignment between each pair of grades, while the boxplot captures the overall 
distribution, including the mean, quartiles, and potential outliers. Together, the ICC value and 
the scatter boxplot paint a comprehensive picture of the general consistency between 
ChatGPT's grading and human grading.  
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Figure 1 
Scatterplot and Boxplot Comparison of Official Grades and ChatGPT Grades 

 
 
However, upon further examination, some discrepancies can be seen. If we further inspect 

them in line graph that compares the two sets of scores, it becomes evident that although overall 
the scoring is quite similar as seen in previous tests, certain individual assessments exhibit 
substantial differences. Some scores such as scores of texts:14, 16, 23, 27... manifest marked 
deviation, as illustrated in Figure 2. A list of all the scores of the corpus can be found in 
Appendix B for further inspection. 
 
Figure 2 
Comparison of Official Grades and ChatGPT Grades for each Text 
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Therefore, it is important to proceed with a Rater Agreement test (Mancar & Gülleroğlu, 
2022). This statistical approach allows us to quantify the degree of concordance between the 
individual grades assigned by ChatGPT and the official human assessors. By examining both 
the overall alignment and the specific agreements and disagreements at the individual level, 
the Rater Agreement test provides a comprehensive assessment of the reliability of ChatGPT's 
grading in comparison to human judgment. The resulting weighted kappa value of (0.811) 
indicates a strong agreement between the two sets of grades, which is further supported by the 
(95%) confidence interval ranging from (0.726) to (0.896). This interval falls within the range 
typically considered substantial agreement according to McHugh (2012). The Bland-Altman 
plot presented in Figure 3 offers a graphical analysis of the agreement between the "Official 
Grades" and "ChatGPT Grades" (Giavarina, 2015). On the x-axis, the mean of the two grades 
for each subject is plotted, while the y-axis represents the corresponding difference between 
the two grades. The red line indicates the mean difference, serving as a measure of systematic 
bias between the two grading methods. The grey dashed lines clarify the limits of agreement, 
calculated as the mean difference (± 1.96) times the standard deviation of the differences, 
encompassing the range within which (95%) of the differences are expected to fall.  
 
Figure 3 
Bland-Altman Plot Assessing Agreement between Official Grades and ChatGPT Grades 

 
 
These outliers represent instances where the difference between the "Official Grades" and 

"ChatGPT Grades" is significantly larger than the average difference observed across the 
dataset.  
 
Discussion 
The aim of this study was evaluating the efficacy of OpenAI's language model, ChatGPT 4, in 
grading Task 2 writing of the IELTS exam, and compare its performance to the official human 
raters. The results of the analysis provide compelling evidence of the potential of AI Large 
Language Models in writing assessment. The findings of this study suggest that OpenAI's 
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ChatGPT 4 exhibits a significant degree of alignment with human raters when grading Task 2 
of the IELTS exam. Notably, the identical mean grades assigned by both ChatGPT and human 
assessors indicate a potential for AI models in educational assessment. However, while the 
statistical similarity is promising, it is crucial to delve beyond aggregate measures to 
understand the efficacy of AI grading fully and examine it under further scrutiny on the 
individual grade level. 

While this identical mean suggests that ChatGPT's grading aligns perfectly with that of 
human raters, it is essential to recognize that this analysis is likely to be misleading. This could 
be a mere coincidence. Focusing solely on the means does not account for potential differences 
between individual scores, and further analysis would be required to fully understand the 
consistency and alignment between ChatGPT's grading and that of human raters. To that end, 
an Intraclass Correlation test was introduced to the analysis. This specific test examined not 
just when raters agree, but how close their ratings are within the context of the variability 
present in the scores. It revealed that when individual scores are considered, significant 
discrepancies emerge. This highlights the importance of taking different approaches to 
assessing AI grading systems and not be content with only one promising evaluation. 
Furthermore, the high value of the Intraclass Correlation Coefficient (ICC) indeed indicates 
high agreement between ChatGPT and human ratings which suggests that, at a macro level, 
ChatGPT could reliably approximate human grading practices. This analysis is vital in 
establishing the reliability and potential applicability of ChatGPT in educational assessment.  

However, the presence of outliers in the data- as shown in the line graph and the Bland-
Altman plot- raises questions about the consistency of ChatGPT’s assessment. They show that 
though ChatGPT may perform well on average, its application might not yet be suitable for 
precise and individualized grading where it is critical, such as in the case of the IELTS exam. 
Moreover, the selection of Cohen's weighted kappa as an additional measure of agreement was 
guided by the specific characteristics of the grading data. Unlike simple measures of agreement 
that consider only exact matches, the weighted kappa accounts for the ordinal nature of the 
grades and allows for partial agreement when the ratings are close but not exactly the same. 
This is particularly pertinent in the context of grading, where differences between adjacent 
grades may not be equally significant across the scale. The application of Cohen’s weighted 
Kappa indicated that partial agreements between the independent grades of the same text are 
accounted for, and similar to the ICC test value, the Weighted Cohen Kappa still does not show 
perfect alignment with the human raters because of these discrepancies.  

However, it is important to note that even the official grades of the IELTS writing 
assessment do not have a perfect alignment, and indeed has been criticized before about the 
inter-rater reliability of the official assessment (Veerappan & Sulaiman, 2012). That said, it is 
fair to say that although ChatGPT’s reliability coefficient of (0.811) that this study shows is 
not perfect, it is competing with the official reliability coefficient of (0.92) according to their 
Test Statistics page (2022), and not a perfect alignment.  

ChatGPT has been examined in general writing assessment and was beneficial as a tool to 
help leaners and provide instant feedback (Parker et al., 2023), but as can see in this study, 
when it comes to IELTS, a high-stakes exam, there were outliers in the numerical value of 
ChatGPT’s assessments, so when it comes to the outliers, they are not mere statistical 
anomalies. They underscore the importance of a multifaceted evaluation approach, recognizing 
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that overall measures of agreement may mask individual discrepancies. The combination of 
high reliability but variable agreement suggests that ChatGPT's grading aligns closely with 
human grading on average but may differ drastically in specific cases. This has implications 
for how ChatGPT might be used in educational assessment, indicating that it may be suitable 
for general grading tasks but might require human oversight or additional validation for critical 
assessments.  

The application of AI in educational contexts presents significant implications. For 
example, the ability of AI systems to provide consistent and immediate feedback can reduce 
the workload on teachers and potentially enhance learning outcomes by offering timely support 
(Ming, 2005). This also provides an equitable access to such high quality “tutor” since 
numerous students might not have the financial means of hiring an IELTS tutor, somewhat 
alleviating the gap in access to information and education (Blanden et al., 2023). Of course, as 
aforementioned, these scores might not be completely reliable, but they can serve as 
preliminary scores that students can receive to approximate the scores in the real test. 
Furthermore, though recently some other services such as Cambridge’s Write and Improve 
(Karpova, 2020) which added an IELTS section recently and Upscore AI (Yurik BV, n.d.) do 
use AI for writing assessment, ChatGPT is iterative and interactive which gives it an advantage 
over them. In other words, instead of just providing the score, it can in fact provide qualitative 
feedback pointing out mistakes and how to improve on them especially that, as we have already 
established, it is well-aware of the IELTS rubric within its dataset. This evident is other studies 
as well, for example González et al (2021) state that AI works best with formative assessment 
i.e. iterative assessment to improve the students’ output throughout the learning process. This 
also aligns with what Messer et al. (2024) found sating that automated grading tools enhance 
learning by offering instant feedback and supporting multiple resubmissions, increasing 
student satisfaction. 

 What is more is that the learner can debate his/her mistakes, ask for clarification, 
explanations, examples and even a new re-written essay based on their essay that is predicted 
to score a better band in the IELTS, so ChatGPT’s interactive nature (Lo, 2023) and its ability 
for text manipulations (Koraishi, 2023) is crucial in this regard. This can be further exploited 
after the introduction ChatGPT4 Omni (OpenAI, 2024) which can analyze visual and audio 
inputs making it possible for students to show their work to ChatGPT and have a conversation 
about improving it without resorting to even type their essay making it a more natural way of 
communication.  

Moreover, concerns about bias and fairness in AI grading must be addressed. Studies have 
shown that AI models can inadvertently perpetuate biases present in their training data that 
were primarily consisted of “native English”, which can be problematic in a diverse educational 
environment.  For example, AI-generated detectors are infamous to be biased against non-
native users of English (De Zwart, 2024) who are, of course, the main target of proficiency 
exams such as the IELTS.  Ensuring that AI grading systems are fair and unbiased requires 
continuous monitoring and improvement of the models which further highlights the need of a 
human-in-the-loop system (Chen et al., 2023) which is a system that always have a human 
component(s) to ensure oversight over the automated system were these automations to become 
more mainstream. In a human-in-the-loop system, the AI model will provide a confidence rate 
of its output. If the confidence rate is high enough, then it is deemed credible, but if it is low, 
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then the output [grade] would be reviewed by a human expert. The process is illustrated by the 
diagram in Figure 4 from (HITL Team, 2021).  
 
Figure 4 
How HITL Works 

 
 
 
 
 

 
 
 
 
 

 
Although this framework was originally designed for general purposes, the author sees that 

it can apply in educational assessment since it has already been somewhat implemented in 
various areas in education (Memarian & Doleck, 2024). In our case, the outliers would 
probably be among the low confidence output that the AI model would give, and the human 
review would mitigate this discrepancy. From another point of view, demanding more 
explanation of the process that the AI had to extrapolate its evaluation is also a valid way of 
maintaining accuracy. For example, explainable AI is an evolving field that makes it possible 
for humans to evaluate machine learning models for their correctness, fairness, and reliability 
(Zahoor et al., 2024).  

The reception of AI grading by students and educators is another important factor. Research 
indicates that while students might appreciate the immediacy of AI feedback, there are 
concerns about the accuracy and fairness of such systems (Zakaria & Ningrum, 2023). Also, 
some studies warned about the potential over-reliance on these AI tools which can lead to less 
social learning and the loss of the social skills that students gain through interactions with the 
rest of the class as well as their teachers (Hurst et al., 2013). Teachers, on the other hand, may 
view AI as a tool that can assist in grading but are anxious about the potential of being fully 
replaced by machine assessment as what recently happened in Texas (Weatherbed, 2024; 
Marion & Cisneros, 2023) where many teachers were relieved of their jobs because an AI 
assessment system replaced them in assessing the STAAR tests. The reliability of such systems 
is also source of worry for educators since it is still difficult to validate whether the system is 
working or not once implemented. In fact, the very same case regarding Texas State faced a 
severe backlash because of the accuracy of their implemented system where only 25% of the 
tests will be graded by human teachers. This, of course, seems to be a continuing trend as many 
other educational institutions and governmental bodies are leaning towards AI for assessment 
(Klein, 2024; Glanville, 2023) for budgetary concerns among others though they might not be 
completely ready for implementation (Merod, 2023). 

Data privacy presents another significant point of contention in the use of AI-based grading 
systems especially if they were based on LLMs. Currently, IELTS candidates share their 
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information and written outputs exclusively with Cambridge Assessment and/or whoever is 
training them to do the exam. However, when student data is entered into ChatGPT, there is 
uncertainty regarding how OpenAI which is a for-profit company might utilize such data. 
Although OpenAI has previously claimed that ChatGPT is not trained on user inputs, there 
have been instances where this claim has been questioned, particularly given the proprietary 
nature of ChatGPT's codebase and it being a close-source technology. Consequently, if such 
systems were to be implemented in schools, institutions, and even teachers might need to 
exercise caution and obtain explicit consent from students before their essays are shared with 
OpenAI. Even if educational institutions use their own systems but still utilizing OpenAI’s 
API, which is a sort of key that enables a different system to utilize the capabilities of a service 
[ChatGPT in this case] in the background (MuleSoft Videos, 2015), the same problem still 
persists. Another option could be the use of "Silo" AIs, such as GPT-4ALL, which is similar 
to ChatGPT but trained on specific, localized data and operates entirely on local machines. 
While this approach may entail higher initial costs, it would significantly mitigate privacy 
concerns regarding student data. 

Future research should focus on longitudinal studies to assess the long-term impact of AI 
grading on student performance and explore the integration of AI with other educational 
technologies (Shrungare, 2022), perhaps leading to a fully automated IELTS that mirrors the 
TOEFL IBT in that regard. Additionally, investigating the use of AI in different cultural and 
educational contexts can provide a more comprehensive understanding of its applicability and 
effectiveness (Ndukwe et al, 2019). Finally, is important to note that ChatGPT is a general-
purpose Large Language Model i.e. it was trained on various kinds of datasets. Other LLMs 
such as Khamingo (Khan, 2023) which was trained for educational purposes would fare much 
better in their context. Thus, GPT-based LLMs might be even more accurate and reliable for 
IELTS assessment if they were trained on specific datasets in relation to IELTS. Recently, there 
has been some advances in this respect since GPTs were released (OpenAI, 2022) which are 
mini ChatGPT models that are linked to specific services or trained on specific data that makes 
them efficient in a narrow spectrum of application instead of being general-purpose such as 
ConsencusGPT (Consensus, 2024) which tabs into many scholarly databases to provide 
sources, references, summaries and answers for research purposes and World of Words GPT 
(King, 2023) which helps the user explore the vocabulary of the English language. The 
narrowness of such GPTs might make it much more accurate and reliable as aforementioned. 
Thus, future teachers/researchers might consider, at the very least, a specialized GPT for this 
purpose. 
 
Conclusion 
This study represents an attempt to add robust empirical evidence supporting the efficacy of 
OpenAI's language model, ChatGPT, in assessing IELTS writing tasks. In the evaluation of 
OpenAI's language model, ChatGPT 4, for grading Task 2 writing of the IELTS exam, a 
multifaceted analysis was conducted to assess its alignment with official human raters. 
ChatGPT demonstrated a significant statistical agreement with human raters. While the central 
tendencies closely align, suggesting similar overall grading patterns, observed outliers and 
some inconsistencies indicate the need for careful consideration in individual assessments 
which is why the study still advocates for human oversight in high-stakes evaluations. These 
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findings lead to important implications for the application of ChatGPT in educational 
assessment. While not perfect, ChatGPT emerges as a relatively good, fast, and efficient way 
to grade the IELTS writing task 2. Its alignment, though not perfect, with human grading, 
supports its potential utility. However, an IELTS expert's oversight of what ChatGPT produces 
remains essential to ensure the nuanced evaluation that human judgment provides. 
Furthermore, with such degree of reliability, ChatGPT and similar AI models could potentially 
serve as publicly available automated assessment tools, providing relatively consistent grading 
aligned with official rubrics. Also, the AI's continuous availability promises the advantage of 
providing immediate and detailed feedback to students, enhancing their learning experience by 
allowing instant review and improvement.  

In conclusion, the current analysis suggests that ChatGPT should not be implemented as an 
official rater, at least not yet. The complexities of human grading and the individual variations 
observed in the analysis warrant a more cautious approach. Nevertheless, ChatGPT can be very 
useful in streamlining the grading process reducing the workload on human raters and 
increasing grading efficiency, thus exemplifying the potential for resource saving in the 
educational assessment industry. By combining the efficiency of AI with the nuanced 
understanding of human experts in a HIT framework, ChatGPT offers a promising avenue for 
enhancing educational assessment practices, balancing speed and accuracy with the critical 
oversight that ensures quality and fairness. In light of these findings and implications, it is 
suggested that future research could explore the application of AI models in other domains of 
educational assessment, investigating the limits of their capabilities. This could also include 
investigating and crafting strategies for their effective integration into the assessment process. 
Better yet, experts, in collaboration with Cambridge Assessment, might train specific new 
LLMs that have the sole purpose of assessment which, in turn, would increase its accuracy 
many folds. Moreover, the scope of this paper investigated OpenAI’s ChatGPT which leaves 
other modern Large Language Models relatively unexplored in the area of assessment. Future 
researchers could consider replicating the study with Google’s Bard or any other LLMs that 
have become more commonplace in recently.  

While this study provides valuable insights into the potential of AI, specifically ChatGPT, 
in grading IELTS Writing Task 2, it is not without limitations. Firstly, the sample size of 55 
essays, although dictated by the availability of public data, is relatively small. A larger sample 
size could provide a more comprehensive understanding of ChatGPT's grading capabilities and 
potentially reveal patterns or inconsistencies not apparent in a smaller dataset. Secondly, the 
study only focuses on IELTS Writing Task 2, limiting the scope of the research. The 
performance of ChatGPT in grading other tasks, such as Writing Task 1 or the Speaking 
section, remain unexplored. Finally, the AI-generated data were generated by the version of 
ChatGPT 4 available in November, 2023. Because of the rapid and iterative development of 
ChatGPT, there is no guarantee that future models would result in the exact same numbers. 
Future research could address these limitations by expanding the sample size, exploring 
ChatGPT's performance in other IELTS tasks and examining the ethical considerations of using 
AI in educational assessment. 
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Appendix A 
ChatGPT-generated Rubric 
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Appendix B 
ChatGPT-generated Grades and Official Grades 
 

Text Number: Official 
Grade: 

ChatGPT 
Grade: 

Text 1 4 4 
Text 2 6.5 6 
Text 3 8 7.5 
Text 4 5 5.5 
Text 5 7 7.5 
Text 6 5.5 5.5 
Text 7 7.5 7 
Text 8 5 4.5 
Text 9 8 7.5 

Text 10 6 6 
Text 11 4 4 
Text 12 6 6 
Text 13 6 6 
Text 14 4 5 
Text 15 6 5 
Text 16 7 5.5 
Text 17 7.5 6.5 
Text 18 5 6 
Text 19 7 6.5 
Text 20 5.5 5.5 
Text 21 6.5 6 
Text 22 7 7 
Text 23 8 7 
Text 24 4 4.5 
Text 25 6 6 
Text 26 3.5 4 
Text 27 5.5 7 
Text 28 5 5 
Text 29 5.5 5 
Text 30 5 5.5 

 

Text 
Number: 

Official 
Grade: 

ChatGPT 
Grade: 

Text 31 7 7.5 
Text 32 5.5 6 
Text 33 6 5 
Text 34 5 5.5 
Text 35 7.5 7.5 
Text 36 5 4 
Text 37 6.5 6 
Text 38 7 7 
Text 39 6 6 
Text 40 6 5 
Text 41 7 7 
Text 42 5.5 6 
Text 43 7.5 7.5 
Text 44 7 6 
Text 45 6 7 
Text 46 7 7 
Text 47 6.5 6.5 
Text 48 6 7.5 
Text 49 4.5 5 
Text 50 7 6 
Text 51 4 4 
Text 52 6.5 7 
Text 53 6.5 7.5 
Text 54 6.5 7 
Text 55 6 7 
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